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Front cover and title page art is the original watercolor work of Sharon Cung, BSU Elementary 
Education major and artist. The image depicts the yeast Saccharomyces cerevisiae, after Sharon 
studied it for the first time microscopically (using the Fine Focus lens!). In addition to the use 
of this yeast in the beer and bread industry, this industrially important microorganism is also 
an ideal model organism for cloning & expression studies. 

As a nod to undergraduate research, we featured this image on our cover design because the 
undergraduates working in the laboratory of a member of our faculty, Dr. Eric Rubenstein, 
study protein quality control mechanisms in S. cerevisiae. Their work has been featured in a 
prior issue of Fine Focus (Vol. 6:76-83 (2020)); for additional information on this important 
yeast species and details on Dr. Rubenstein's research, please visit  
vjrubenstein.wixsite.com/rubensteinlab

We are excited that Sharon has combined art and science and has transformed the look of our 
journal beginning with this issue.
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Objective Lens 

John L. McKillip, Managing Editor, Fine Focus 
Professor, Microbiology, Ball State University
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Fine Focus was not only the first international journal for 
undergraduate microbiology research, but also the  
Ball State University Chapter of the American Society for 
Microbiology (BSUASM) – that is, a campus recognized 
student organization, and an honor’s course at BSU. 
Students in both the club and the class manage the journal 
in all ways – from stewardship of our double-blind peer 
review system for manuscript management (via our OJS 
– Open Journal System) – to marketing, promotion, and 
design changes inside and out on the physical print copy 
of each issue. This new issue represents a completely new 
design for Fine Focus. For example, the artwork on the cover 
and on each title page is an original watercolor by one of 
our student Marketing Team conveners, Sharon Cung. 
This design represents the industrially important yeast 
Saccharomyces cerevisiae, as explained further inside the front 
cover. Since our inception in 2013, Fine Focus is managed as 
an “immersive learning” course at BSU – that is, a product-
based course with the following unique attributes:

•	 A project offered to undergraduate students for 
academic credit

•	 Is conducted under the guidance of a faculty mentor

•	 Fills a need or solves a problem for a community partner

•	 Results in a specific outcome or deliverable

•	 Is conducted by a team or teams of undergraduate 
students (in classes of 10 or more) working 
collaboratively

These faculty-led, student-driven team model puts the 
students at the helm of day-to-day decision making (1).  
What better way to further introduce the effectiveness of this 
model than to introduce you to the team of students who 
put together the issue you are reading now. Their profiles are 
on the following pages. 
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Rylee Catey

Rylee is a pre-pharmacy student and has been part of the 
Review Team during spring 2022. Rylee was instrumental  
in reaching out to the Small World Initiative to establish  
a rapport with this dynamic organization and offer our 
journal as a source to prioritize and publish manuscript 
submissions dealing with crowdsourcing antibiotic  
discovery by undergraduates.

Harrison Clifton

Harrison, a Psychological Science major, was also a key 
member of our Review Team, serving as Team Convener  
and Lead Editor for one of our submissions over the  
spring semester.

Sharon Cung

An elementary education major, Sharon’s legacy with  
Fine Focus is her cover art; this issue depicts the industrially 
important yeast Saccharomyces cerevisiae, also ideal as a host 
cell for heterologous protein expression. Sharon’s artistic 
talents will continue in future issues as well.

Victoria Johnson

A journalism (magazine editing) major, Victoria’s efforts 
led to an updated logo, on each page number of our new 
issue, and layout of multiple articles prior to going to press. 
Victoria proposed how each published article would appear 
in terms of style and font, and her design eye contributed 
greatly to our new look.
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Laura Lemen

Laura is a biology (pre-vet) major and also is completing 
her honor’s thesis research in microbiology – specifically 
investigating effects of lactoferrin on growth and survival of 
Listeria monocytogenes and Bacillus cereus in milk.  
Thus, Laura’s insight and contributions on the Review  
Team were much appreciated.

Reece Malchow

An English major, Reece served as a Lead Editor on one of 
our manuscript submissions.

Alaina Marks

As a music education major, Alaina was courageous enough 
to serive as a Review Team Convener, and a Lead Editor on 
two manuscript submissions for this current issue. Alaina’s 
meticulous nature and affable leadership set a positive tone 
for the entire class over the academic term.

Shannon McCloskey

Shannon brought her prior experience in print and digital 
media/journalism into Fine Focus, and developed much of 
our cover layout for this newly redesigned issue. Shannon’s 
photography skills are on display, as she arranged for our head 
shots and photo shoot for this perspective feature.
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Morgan Upton

Morgan’s biology major allowed her to serve as Review Team 
Convener, and contribute her scientific insight in our many 
manuscript review discussions for this issue.

Matt Welch

As an architecture major, Matt served as a liaison between our 
Fine Focus Honor’s class, and the Student Fine Focus Club, 
particularly with regard to developing a fundraising idea to 
sell biology and chemistry themed stickers (available upon 
request, along with free print copies of this latest issue).
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Their Own Education. Council on Undergraduate Research (CUR) Quarterly 30 (2):10-15.
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The development of antibiotic resistance in bacteria is 
a growing concern. This situation demands a search for 
antibiotic alternatives. Bacteriophages—natural viral 
predators of bacteria—are viewed as a possible alternative 
to treat bacterial infections. Many clinical  trials today 
have not found phages effective as therapeutics. Some of 
the major challenges regarding usage of bacteriophage as 
a therapeutic have been: horizontal evolution of bacteria, 
limited host range of bacteriophage, removal of endotoxins 
in preparations, the technical feasibility of isolation, mode of 
administration, rapid clearance and immune rejection.  
These issues have been addressed in this review. Applications 
of genetic engineered phages and other remarkable non-
human applications are also discussed.

Abstract
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Introduction

After the Golden Age of antibiotics (1950-60), use 
of antibiotics as the first line of defence has increased 
dramatically (1). Inappropriate prescription of antibiotics 
by clinicians is a major problem today (2). Seventy percent 
of antibiotic use in the USA is attributed to use on cattle 
(3). Indiscriminate usage and misuse of antibiotics have 
accelerated the emergence of antimicrobial resistance.  
A growing list of infections is becoming harder to treat,  
as antibiotics are becoming less effective (4). Sir Alexander 
Fleming expected the arrival of the antibiotic resistance era 
and was worried about the rise in antibiotic resistance by 
self-medication (5). It is estimated that by 2050, bacterial 
infections will cause 10 million deaths every year (6, 7). 
Alternatives are urgently needed to effectively treat these 
infections and prevent the return of pre-antibiotic era.

There is active research currently undertaken for the 
development of novel classes of antibiotics (8, 9). 
Bacteriophages (also known as phages) might provide us 
with a promising alternative for antibiotics. These are the 
viruses that infect bacteria and are the most abundant living 
entities in the world. It is predicted that every millimeter of a 
natural sample has 107 phage particles (10). The application 
of phage as therapeutics against bacteria is called phage 
therapy (Bacteriophage Therapy). Phage therapy is drawing 
global attention due to the rise in antimicrobial resistance. 
Early studies on phage therapy were conducted in Georgia 
(11). To date, only a few clinical trials have been conducted 
to modern standards (randomized, placebo-controlled, 
double-blinded) by the United States (US) Food and Drug 
Administration (FDA) as well as the European Medical 
Agency (EMA) jurisdictions.

It is necessary to re-evaluate the challenges involved in phage 
therapy. Here, a review of the challenges, possible solutions, 
safety and concerns for therapeutic phage applications is 
presented. Other potential applications of phages and their 
studies in humans are also discussed.

Why the Forgotten Magic?

Bacteriophages were first discovered independently by 
Frederick Twort in 1915 (12) and Félix d’Herelle in 1917 

(13). d’Herelle realized the potential of these devourers of 
bacteria as a therapeutic and conducted further research on 
phages. One of the early investigations by d’Herelle was in 
India in 1927 (14). The mortality rates of cholera-infected 
study subjects decreased from 66.66% in control groups to 
5.8% in phage treated groups. Phages offered a great scope of 
enquiry, but the simplicity in the production of antibiotics 
gave antibiotic therapy a lead over phage therapy.

The global spread of antibiotic-resistant bacteria and the 
comeback of the pre-antibiotic era alarmed the scientific 
community and warranted a search for antibiotic 
alternatives. Phage therapy is a superior alternative to 
antibiotics with many theoretical advantages. While 
antibiotics kill bacteria broadly, phages bind and infect 
the bacteria specifically. High specificity is an important 
advantage, as it might minimally impact beneficial 
microflora, making phages safer than antibiotics. The 
specificity also limits the number of bacterial types gaining 
specific phage-resistance mechanisms (15). 

Bacteriophages follow lytic and lysogenic pathways of 
infection. Phages that follow the lysogenic pathway, integrate 
their genome into the bacterial genome, eventually lysing 
the cell. Phages following the lytic pathway enter bacteria, 
reproduce within and lyse the cell (Figure 1). These released 
phages infect other bacteria. In this process, the number of 
phages increases exponentially. This exponential growth 
of phage is advantageous, as theoretically, a smaller dose is 
needed. The exponential increase is seen specifically where 
hosts are present, making phages themselves contribute to 
the dosage at the required site (16).

Biofilm forming bacteria cause infections such as bacterial 
vaginosis, urinary tract infections, and middle-ear infections. 
Biofilms are polymeric matrices produced by bacteria as a 
defence mechanism that allows them to adhere to surfaces 
(17). Even when a bacterium is sensitive to an antibacterial 
agent, the antibiotic fails to penetrate through the biofilm 
matrix, increasing the resistance of the bacteria by 1000-fold 
(18). A phage has a distinctive capability of tackling biofilms 
efficiently (5) by encoding depolymerases that allow their 
direct penetration into the biofilm (19). Phages are also 
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known for stimulating an immune response. Receptor-
binding proteins of a few phages display collagen motifs (20), 
which can co-stimulate the number and longevity of T cells 
(21). Furthermore, Van Belleghem et al. (22) demonstrated 
that phages can induce reproducible immune responses from 
monocytes. Recent studies have also shown that phages have 
antiviral properties and that phage therapy may also hold 
promise as a treatment for SARS-82 CoV-2 (23, 24).

Figure 1: Phage attaches to the host cell and injects DNA to initiate the infection. In lytic cycle, phage DNA and proteins are synthesized and assembled into 

virions. These replicated phages lyse the cell wall and infect another host. Lysogenic cycle involves an additional step of integrating their genetic material to 

form an endogenous prophage, which compromises with the safety of the therapy.
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Challenges and Potential Solutions in Phage Therapy

1. Host Range

Challenge:

Bacteriophages selectively bind to specific receptors 
of bacteria, which confer a relatively narrow range of 
infectivity (25). This would narrow the infectivity range 
challenging the choice of phage for therapeutic use. As 
a minimum requirement, phages used in phage therapy 
should follow only the lytic pathway to ensure the safety 
of the patient (Figure 1). Bacterial infections, where the 
currently isolated phages lack a lytic cycle, are therefore not 
treatable with phages, and the bacteria include Rickettsia, 
Coxiella africanum, Mycobacterium leprae, Proteuspenneri, 
Citrobacterkoseri, Salmonella arizonae, Porphyromonas spp, 
and Hafniaalvei spp (26). 

Potential Solutions:

Antibiotics: At present, phage therapy is generally considered 
as a last resort when a single bacterial strain dominates. 
In such situations, the synergistic use of antibiotics like 
ciprofloxacin in combination with phages can reduce the 
bacterial load by 10,000 times (27, 28). This combined 
therapy can boost bactericidal activity with their different 
mechanisms of attack. However, the choice of the 
combination is crucial. Antibiotics must not interfere with 
phage replication (29). 

Phage Cocktails: Another possible solution is by employing 
a combination of phages (so-called phage cocktails), which 
cover a large spectrum of bacterial strains. Bacterial isolates 
of a patient are screened against a library of lytic phages 
for infection susceptibility. The infectious phages are 
administered together as multivalent phages (30).  
D’Herelle’s pyophage and intestiphage (11) are a few well 
known accessible commercial phage cocktails. 

Genetic Engineering: Genetic engineering can be used 
to improve the host range by modifying tail f ibres (31). 
It can also improve the eff icacy of phage therapy by 
converting a temperate phage to a lytic phage by removing 
its repressor genes (32).

2. Endotoxins

Challenge:

In the recent PhagoBurn clinical trial, a team of doctors had 
to reduce the dosage of phage administration from expected 
106 PFU/ml to 10-100 PFU/ml due to high endotoxin 
concentrations in the phage preparations (33). Bacterial 
debris may remain in the phage preparations even after 
filtration. In the historic era (around 100 years ago) of phage 
therapy, not all the debris was removed, and the authors 
reported a few chemical contaminants which brought about 
death and illness (30, 34–36). The typical phage purification 
process (Ultracentrifugation in CsCl gradient) requires 
intensive labour, high expense and is time consuming (37).

Potential Solutions:

The bacterial debris, having pyrogens and toxins (38), 
can be cleared and high purity levels can be achieved with 
nanofibrillated filters (39). Endotoxin removal proteins are 
now available commercially (40). For a large scale production, 
usage of surrogate hosts could offer a superior solution(37).

Challenge:

In recent clinical trials, patients suffered many side effects 
due to increased concentrations of endotoxins among which 
abdominal pain, sudden fever and chills were common.  
Many biologists attribute endotoxins as the prime cause for 
these side effects (41). Expression of endotoxin genes in phages 
or rapid lysis of bacteria in patients can release toxins (38, 42).

Potential Solutions:

A therapeutic phage having a Lys- gene (endolysin-deficient 
phage) cannot lyse the peptidoglycan layer of bacteria after 
infecting the bacteria. Phages attack the bacteria and do not 
lyse the host membrane, which does not lead to the release 
of endotoxins. The macrophages  then eliminates these 
incapacitated bacteria (43).



 Vol 8  I  17 

3. Immune Rejection and Rapid Clearance

Challenge:

Large phage titers trigger the release of neutralizing 
antibodies in high amounts (44), which would hinder the 
action of phages. Being in continuous exposure with phages, 
81% of healthy individuals show antibodies to T4 phage, 
prior to the treatment itself (45). Though the phage kinetics 
are much faster than the release of neutralizing antibodies 
(30, 46), the presence of such anti-phage antibodies 
before phage administration, and the release of anti-phage 
antibodies during the treatment brings concerns (47).

Potential Solutions:

Liposomal delivery of phages can decrease the clearance 
rate of phages by  guarding the phages against anti-phage 
antibodies (48). Frequent administration of phages can 
reduce the rate of neutralizing antibodies (49). Cell-mediated 
immunity can be combated by making the phage protein 
coat express polyethylene glycols, which increase the phage 
circulation time in the blood (50).

Challenge:

Geier et al. (51) first observed rapid clearance of phages when 
Lambda phages were injected in high titers into transgenic 
mice lacking immune response. The administered phages are 
rapidly cleared by the reticuloendothelial system (RES) and 
are not available for therapeutic use in the body (52, 53).

Potential Solutions: 

Longer circulating phages can be obtained by “serial passage” 
into the bloodstream of a mouse, and selecting phages with 
higher circulation time than the original wild-type phage (54).

According to Levin and Bull (55), phage treatment should 
only decrease the pathogen to an extent where the immune 
system can successfully clear the bacterial load. Phage 
engineering can help us generate phages that don’t replicate 
or proliferate (56, 57). These can make an immune safe 
therapeutic phage.

 

4. Horizontal Gene Transfer

Once a phage infects a bacterium, the phage genome is 
replicated inside the host and eventually, phages assemble 
and lyse the bacterium (Figure 1). While the phage genome 
gets packed in the phage capsids, accidentally 1 in 107 phages 
receive the bacterial genome (58). This phage is now called 
a transducing particle. Infection of transducing particles 
in bacteria causes Horizontal Gene Transfer (HGT) or 
transduction (59). Transduction enhances HGT of virulent, 
resistant, metabolic and other fitness genes (60, 61), which 
enable the bacteria to rapidly adapt and evolve to changing 
environmental conditions.

4.1 Development of Phage Resistance

A complication of phage therapy is that the bacteria can 
gain resistance to the phage during the treatment (15, 
62–64). Among 12 phage therapy clinical trials, seven studies 
reported phage resistance (65). Bacteria show phage resistance 
generally by modifying phage receptors (64). Often, such 
changes would affect bacterial fitness and could reduce its 
virulence (66, 67) as seen in Tom’s case (see Human Trials-
below).

The development of phage resistance is partially 
advantageous, but phages interfere with many cellular 
pathways, including translation, transcription, replication, 
and so, it is harder for bacteria to gain resistance against 
phages compared to antibiotics (68). While Khawaldeh et 
al. (69) did not find any development of phage resistance 
after administering a phage cocktail to a patient detected 
with Pseudomonas aeruginosa UTI (Urinary Tract 
Infection), Zhvania et al. (70) did report phage resistance in 
Staphylococcus aureus after phage administration to a patient 
with Netherton Syndrome.

5. Intracellular Treatment

Challenge:

Antibiotics can treat intracellular bacterial pathogens (like 
M. tuberculosis) as they have the capability of entering the 
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cell (71). A phage requires bacterial receptors to bind and kill 
a pathogen. The inability of phages to enter macrophages 
brings concern in tackling intracellular pathogens using 
phage therapy. Internalization of phages into the infected 
cells is a crucial step to treat intracellular pathogens.

Potential Solutions:

Targeting extracellular stage: Phage therapy was found to 
efficiently decrease pathology and prevent ulceration in 
Mycobacterium ulcerans infection, where phages targeted a 
temporary extracellular stage of the bacterium (72).

Using cell penetrating peptides: The model phage M13 
decorated with cell penetrating peptides was localized in the 
ER, Endosomes, and Golgi within 6 hours of internalization 
in Hela cells (73). However, phages displaying such peptides 
might circulate for a lesser time (74).

Liposomal internalization: Liposomes with a positive charge 
fuses with the negatively charged cell membrane to deliver 
phages inside the cell membrane (75). Using non-pathogenic 
host: TM4 phage was utilized for intracellular drug delivery 
into infected  macrophages. Non-pathogenic M. smegmatis 
was loaded with phages, and these were phagocytosed by 
macrophages. The phage lytic cycle then reduced intra-
phagosomal bacterial counts (76).

6. Which Route Works Best?

6.1 Oral

Oral administration of a therapeutic is the most convenient 
and often desired mode of administration. Oral delivery of 
phage poses two major challenges regarding viability and 
gut transit. 

The lower survival rates of phages (7%) meeting the hostile 
acidic environment of the stomach (77) presents a major 
challenge. Even, administering phages with alkali could 
increase the risk of opportunistic infections (78, 79).
Administration of phages with yoghurt, or encapsulation of 
phages, are a possible solution to enhance the survival rate 
of phages (80, 81). Genetically modified phages could offer a 
simplified and cheaper methodology than encapsulation (82).

 

The gut transit of phages is a question without a clear 
understanding. There are examples of phages entering the 
bloodstream (83–85) and not entering the bloodstream (54, 
86, 87) after oral administration. Furthermore, Majewska 
et al. (88) showed that phage-induced IgG and IgA hinder 
the gut transit of phages. Experiments by Międzybrodzki et 
al. (80) conclude that the phage entry into the bloodstream 
depends on the type of phage and the host. Therefore, more 
studies need to be conducted to find specific phage strains 
which can easily enter the human gut.

6.2 Other Routes

The most effective mode of phage administration is 
unclear yet. For pulmonary infections, phage delivery 
through inhalation seems a more convenient and effective 
administration (89, 90). Contradicting this view, few 
studies show greater effectiveness through intraperitoneal 
and intravenous routes of administration for pulmonary 
infections (91, 92).

Although intravenous administration of phages strongly 
elicits an immune response, Czaplewski et al. (93) believe 
that phage administration intravenously is also a promising 
alternative for antibiotics. The two famous success stories 
in phage therapy (see Human Trials) utilized systemic phage 
delivery. Considering simplicity and effectiveness, topical 
administration is highly advisable for eye, ear, nose and skin 
infections; oral administration for gut infections; intrarectal 
for prostate infections; and intravenous for systemic 
infections (94).

7. Side Effects in Phage Therapy

Until recently, phages were considered safe for human use as 
they selectively bind to only bacteria. Also, the abundance 
of phages in the human body indicates that phages are 
inherently safe since we are continuously exposed to them 
enterically and topically (34, 95). However, recent studies 
question this concept of phages “Generally Regarded as Safe” 
(96). A systematic review conducted by Steele et al. (97) 
concludes that there is limited evidence supporting the safety 
of phages. Tetz et al. (98) goes on to call phages “Potential 
Mammalian Pathogens.”
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The complex interactions of phages with the human body 
can cause serious side effects in phage therapy. Few such 
side effects could be chronic glomerulonephritis by the 
accumulation of antiphage-antibody complexes in the 
glomerular region (23, 99); increased concentration of 
endotoxins and inflammatory cytokines in the blood (84, 
98); increased gut permeability, weight loss, messy hair (100); 
sudden fever and chills (101). Another potential side effect 
could be the unpredictable consequences of the human 
microbiome by the introduction of phages (102). 

The most feared phenomenon by many phage biologists 
is the integration of virulence genes—like Cholera toxin, 
Staphylococcal enterotoxin and Shiga toxin—from the phage 
that can enhance the virulence armoury of bacteria.  
This could lead to the “evolution of new human pathogens” 
(103). It is therefore necessary that the therapeutic phages must 
be fully sequenced to confirm the absence of undesirable genes 
such as toxins. 

8. Technical Feasibility

In a review by Czaplewski et al. (93) about alternatives 
for antibiotics, phage enzymes were thought to have the 
highest potential to replace antibacterials, while phages 
were scored relatively lower for their technical feasibility. 
Unlike antibiotics, phage (virus) preparation and storage 
is costlier. The shelf-life of phages must be long enough 
for laboratory study or commercial application (104). 
A therapeutic bacteriophage should not lose its activity 
before treating patients. Attainment of stability is a crucial 
part of development (105). The phage should grow well 
under industrial and laboratory cultures and must be easy 
to store and maintain (37). Since every phage strain has 
different optimal conditions (temperature, pH, buffer) 
for preservation, not all the diverse number of phages can 
presently be stored efficiently. Lyophilization and spray-
drying (107) are current methods available to obtain phage 
powders, and the optimal conditions of storage for different 
therapeutic phages are yet to be explored. Zhang et al. (106) 
have successfully produced a freeze-dried phage powder of 
the model phage M13. 

 
 

9. Other Challenges

To date, bioethical theories regarding phages have not been 
published; Intellectual Property protection is limited in the 
case of natural phages (108); Statistically evident double-blind 
clinical studies were not reported in adequate numbers. 
These factors create uncertainty in the development of a 
dedicated regulatory framework for phage therapy.  
The peculiar characteristics of phages have made their 
clinical assessment more complex, demanding further clinical 
research. Regardless of whether there is abundant research 
performed, commercial implementation of phage therapy 
would pose a significant challenge. Investment factors as well 
as profitability are exceedingly unknown (95), which hinders 
pharmaceutical investments (109). 

Potential Solutions: In-depth research and large-scale phage 
production is possible through industrial investments. 
Phage producing centres and hospitals should have good 
collaboration (110) and be able to work together to provide 
positive evidence for the regulatory bodies which would grab 
the attention of pharmaceutical industries.

Human Trials

In vitro studies of phage therapy do not consider complex 
biological interactions, which influence the treatment. 
Our knowledge of phages in vitro is exceptional, but in 
vivo behaviour of phages is less well-known (111). This 
demands a need to study phages in a biological system 
(preferably in humans) to evaluate the efficacy and side effects 
of the treatment. Two major institutes conducting such 
investigations since the historical era (1917-1995) are Eliava 
Institute of Bacteriophages, Microbiology and Virology 
(IBMV, Georgia) and Hirfeld Institute of Immunology and 
Experimental Therapy (ITET, Poland). These institutes, 
along with Felix d’Herelle Reference Center for bacterial 
viruses (Canada), The Leibniz Institute DSMZ (Germany), 
and Queen Astrid Military Hospital (Belgium) are 
empowered with huge phage banks to store therapeutic phage 
cocktails (112–114). Eliava Institute has treated around a 
hundred foreign patients since 2012, and the numbers are 
expanding every year (115). The US Navy has also developed 
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Table 1: Data from clinical trials evaluating the efficacy of phages as therapeutic agents

Year of Study Problem and 
Etiologic agent

Route of 
Administration

Success Rate Reference

         1981 to 1986	
			 
	

Suppurative infections 
by Staphylococcus, 
Pseudomonas, E. 

coli,, Klebsiella, and 
Salmonella

Various 92% (n=550) (41)

        1987 to 1999	
			 
	

Suppurative infections 
by Escherichia, 

Klebsiella, Proteus, 
Enterobacter, 

Pseudomonas and 
Staphylococcus

Oral, Local, 
Intraperitoneal, 

Topical

86% (n=1307) (84)

                 1987	 Skin infections 
by Pseudomonas, 

Staphylococcus, 
Klebsiella, Proteus and 

E. coli

Oral and Local 74% (n=31) (118)

               1989		
		
	

Post operative 
wound infections 

by Pseudomonas and 
Staphylococcus

Local 82% (n=65) (119)

a proprietary capacity to purify phage strains for specific 
infections (116). Phage therapy is now being studied globally 
due to the development of antibacterial  resistance. One of 
the earliest and well-designed controlled trials in Georgia 
was during the 1960s (112). A total of 30,769 children less 
than 7 years were included. During the annual dysentery 
period, an anti-Shigella phage cocktail targeting Shigella 
boydi, S. newcastle, S. sonnei, S. flexenerei was administered 
to the children present on one side of a street. The children 
on the other side of the street received a placebo. A nurse 
reviewed the subjects once a week for 109 days. Dysentery 
was encountered by 1.76 in 1000 children receiving phage 
treatment, while 6.7 in 1000 from the controlled group were 
affected. But, many such studies conducted in the historic 

era (1917-1995) needed methodological evidence, and the 
results are not reliable and reproducible (30). Many phage 
biologists, therefore, believe these results to be spurious.         
A need for clinical trials set to modern standards—placebo-
controlled, randomized, double-blind studies—are required 
to settle the debate on the efficiency of phage therapy. The 
first US-FDA approved phase I clinical trial was executed in 
2009 (117), and numerous other studies followed. Most of 
the studies concluded phages as not a significant therapeutic 
(Table 1). Many of these studies failed to recruit statistically 
significant numbers, having small patient groups, which 
drastically limited the conclusions drawn (10). A recent Phase 
II clinical trial (Phagoburn) approved by France, Belgium, 
and Switzerland national health regulators was terminated 
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Year of Study Problem and 
Etiologic agent

Route of 
Administration

Success Rate Reference

                1992		
		
	

Skin and nasal 
mucosal infections 
by K. ozaenae, K. 

rhinoscleromatis and 
K. pneumoniae

Intraperitoneal 100% (n=109) (120)

                1995		
		
	

Urinogenital 
inflamation by various 

agents

Oral and Local 92% (n=46) (8% more 
than antibiotic treated 

group)

(121)

                2009 		
       (Double Blind)	
			 
	

Otitis by P. aeruginosa Local 76% decrease in 
bacterial count (n=12)

(122)

                2009		
        (Double Blind)	
			 
	

Chronic venus leg 
ulcers by P. aerginosa, 
S. aureus, and E. coli

Local No significant 
difference from 
control. (n=39)

(117)

               2016	   	
       (Double Blind)	
			 
	

Diarrhea by E. coli Oral No significant decrease 
in diarrhea in different 

groups

(83)

                2018		
       (Double Blind)	
	

Urinary Tract 
Infection by 

Staphylococcus aureus, 
E. coli, Streptococcus 
spp., Pseudomonas 

aaeruginosa, 
Enterococcus spp.

Intravesical Decrease of bacterial 
titers is 67% (n=9)

(101)

                2019	 Burn wounds by P. 
aeruginosa

Topical 69% Cured, 
23%-adverse, 1 person 

died (n=13)

(33)

                2020		
		
	

Systemic infection 
with Staphylococcus 

aureus

Intravenous 61.5% cured within 7 
days (n=13)

(123)
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prematurely (several times before the trial had started), as the 
eligible patient recruitment was inadequate (33).

In light of the WMA-Declaration of Helsinki, which states 
“In the treatment of a patient, where proven prophylactic, 
diagnostic and therapeutic methods do not exist or have been 
ineffective, the physician, with informed consent from the 
patient, must be free to use unproven or new prophylactic, 
diagnostic and therapeutic measures, if in the physician’s 
judgment it offers hope of saving life, reestablishing health 
or alleviating suffering. Where possible, these measures 
should be made the object of research, designed to evaluate 
their safety and efficacy. In all cases, new information should 
be recorded and, where appropriate, published.” (124), 
physicians offer phage therapy as the last resort. Often this 
includes combined therapy with antibiotics and in many 
cases, the patients recovered.One such case is that of Tom 
Patterson who is a 68-year-old professor in the Psychiatry 
Department, University of California Medical School. 
During his vacation to Egypt, he contracted a systemic 
infection (initially thought to be Food poisoning) by MDR 
(Multi Drug Resistant) A. baumannii. All standard antibiotic 
treatments failed. His wife Steffanie Strathdee—Associate 
Dean of Global Health Sciences, University of California—
obtained an emergency authorization for treating her 
husband with phages. Tom was administered phage cocktails 
intravenously. There was a change in antibiotic resistance 
profiles. Bacteria had developed phage resistance. Tom finally 
got treated. The team then received a $1.2 million grant over 
three years and became the directors of IPATH (Innovative 
Phage Applications and Therapeutics) (79, 125, 126).

Another case study is that of Isabelle Holdaway, a 15-year-
old girl who suffered from P. aeruginosa and Mycobacterium 
abscessus infection. Doctors performed a lung transplant, 
but the infection was still not cleared. One month post 
the transplant, Mycobacterium abscessus was isolated and 
the patient was diagnosed with a Mycobacterial infection. 
Though her survival chance was predicted to be less than 
1%, doctors gave a try for phage therapy. Holdaway’s 
Mycobacterial isolates were screened against more than 
10,000 phages. Two of the 3 selected phages were following 
temperate life cycle. Bacteriophage Recombineering of 
Electroporated DNA (BRED) was used to prepare the lytic 

derivative of these phages. The cocktail of these phages was 
used for phage therapy. Holdaway received the intravenous 
phage treatment without any significant side effects. She was 
discharged after 9 days of her treatment. After 11 months 
of her treatment, virtually all her lesions disappeared (32, 
127). Evaluation of clinical trials is necessary to evaluate the 
effectiveness of phage therapy (see Table-1). Phages are found 
to be safe in all the trials, but only a single double-blind 
clinical trial claims the efficacy of phage therapy.  
Thus, well-designed clinical trials are highly warranted to 
further evaluate the efficacy of phage therapy.

Other Applications

Bacteriophage has its application in varied arenas, from 
targeting MDR infections to targeting rot in harvested 
potatoes. Phages also may be used in decontaminating the 
hospital environment, which would decrease the incidence  
of nosocomial infections.

1. Agriculture and Food Safety

Bacteriophage application is becoming advanced in animal 
husbandry, food safety, and agriculture (128). It was in 
2005 when for the first time, a bacteriophage product—
AgriphageTM—was formally approved by the regulatory 
agency of the US government to treat crop diseases (129). 
Since then, many phage products have hit the commercial 
markets (Table 2). The use of phages in agriculture was 
also exploited by OmniLytics Inc. When a customer sends 
in infected plant material, customized phage products are 
prepared and given to the customer (37).

Phages are also gaining popularity in the food industry to 
attack foodborne bacterial pathogens. In 2006, the FDA 
approved ListShieldTM, a phage cocktail targeting Listeria 
monocytogenes (which contaminates ready-made food 
products) as safe for consumption. Few other products 
include AgriPhage, BioTector, Ecoshield, Finalise, ListShield 
(130). Other than phages, phage-derived enzymes are also 
attractive investments. The usage of phage lytic enzymes in 
food conservation (as an antibacterial) was first reviewed 
in 2005 (131). Few commercially available enzymes are 
LISTEXTM & LMP-102 (from phages targeting Listeria) 
(132), ECP-100 (from Escherichia coli O157:H7 phage) 
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Table 2: Examples of commercially available phage products

Product Name Company Targeted Bacteria Reference

LMP 102 Intralytix Listeria monocytogenes (135)

ListShield Intralytix Listeria monocytogenes (136)

EcoShield Intralytix E. coli O157:H7 (137)

SalmoFresh Intralytix Salmonella spp. (138)

Shiga Shield Intralytix Shigella flexneri, S. sonnei, S. 
dysenteriae

(139)

ListeXTM P100 Micreos Ltd Listeria monocytogenes (132)

SalmoPro Phagelux Inc Salmonella enterica (140)

AgriPhage Certis USA LLC Xanthomanas campestris (141)

PhageGuard Micreos Food Safety L- Listeria monocytogene S- 
Salmonella E- E. coli O157

(142)

(133), and SalmoFreshTM (from phage targeting Salmonella 
enterica) (134) are used in the food industry. 

2. Promising Applications

Usage of phages is highly promising in eye drops and 
antiseptics, which follow topical administration. Such 
commercial phage products are highly effective and can 
attract high investments from pharmaceutical companies.  

Eye drops, for example, were found to be a statistically 
significant treatment for P. aeruginosa infection (143). 
Regarding antiseptics, Eliava Institute in Georgia has 
developed a commercial biopolymer bandage, with phage 
cocktails called “PhagoBioderm”. For the development of 
other such commercial phage therapy products, projects like 
PhagoFlow (144) and PhagoMed (145) are implemented.
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3. Genetic Engineered Phage

The lack of efficiency and other challenges met by phages 
in the therapeutic domain in the modern synthetic biology 
era can now be met by genetic engineering of phages (113, 
146, 147). Genetically engineered phages have found their 
application in many other areas. Phage engineering is used 
for the targeted delivery of phages (148) and is also being 
exploited for protein and gene delivery. Tao P. et al. delivered 
proteins and genes in vitro and in vivo by using the T4 
phage (149). Przystal et al. used phages as vectors to target 
orthotopic glioblastoma and suppressed the growth of 
glioblastoma by a systemic combination of temozolomide 
and suicide gene therapy (150). Folate-conjugated M13 
coated by Poly(caprolactone-b-2-vinylpyridine) which 
encapsulated hydrophobic antitumor drug doxorubicin 
acted as a nanosized drug delivery vehicle (151). Phage coat 
protein can be modified by expressing immunogenic peptides 
that could deliver vaccines (152). Phages are also exploited 
to edit the microbiota by artificially synthesizing phages and 
modifying their tail fibers (153).

Summary

Though phage therapy is a promising and attractive 
source of treatment for emerging bacterial infections, 
further understanding of phage biology is essential before 
reimplementation of phage therapy. In vivo studies 
are required on liposomal phage delivery or delivery of 
genetically modified phages. There is no consensus view on 
the most effective route of phage administration, dosage and 
pharmacokinetics. Also, phage interaction with the immune 
system is not well known when compared to the knowledge 
we possess in regarding antibiotics. 

The efficacy of genetically modified phages is to be evaluated 
in vivo. There is a need to be careful with genetically modified 
phages used in therapeutics. If phage resistance arises, 
switching to new phages with different technology, achieving 
the same efficacy would be difficult. 

Programs like the “Science Education Alliance-Phage 
Hunters Advancing Genomics and Evolutionary Science” 
(SEA-PHAGES) trains students to isolate phages characterize 
genomes against a particular pathogen. Such programs need 
to be conducted with increased rigour across the globe.  
The establishment of more phage banks to store such newly 
found isolates can lessen the challenges faced by the host range.

Since phage therapy deals with viruses, the high cost involved 
in phage isolation is an obvious hurdle for commercial 
production. For industrial-scale production of phages, 
a search for surrogate hosts is necessary, which might 
marginally reduce the production cost. Despite these 
challenges, the author believes that bacteriophages can 
lead us into a progressive future with varied applications in 
agriculture, aquaculture, poultry, sewage treatment, and 
therapeutic use in humans aquaculture, poultry, sewage 
treatment, and therapeutic use in humans. aquaculture, 
poultry, sewage treatment, and therapeutic use in humans.
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Abstract 
Oxidative Stress Response (OSR) is a defense mechanism 
used to maintain redox homeostasis after an increase in 
levels of Reactive Oxygen Species (ROS). Due to ROS, 
cell components are vulnerable to damage including the 
membrane and DNA - which can impact essential functions 
and lead to cellular death. Without repair, damages caused 
by ROS have the potential to disrupt cell function in an 
irreparable manner. Bacterial cells respond to ROS using 
both endogenous and exogenous pathways depending on 
their method of metabolism and evolutionary ability. Bacteria 
have developed regulatory mechanisms to contain damage 
and are also known to use antioxidants as defense. In this 
review we will cover the damage induced by ROS to different 
cellular structures, and mechanisms of OSR used by bacterial 
cells to promote survival.
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Introduction 

The term Oxidative Stress (OS) was coined by Helmut 
Sies et al, in 1985 [42], and is used to describe the stress 
an organism can experience when there is a disruption in 
its redox homeostasis due to reactive oxygen species (ROS). 
ROS are oxygen-containing chemicals that are highly reactive, 
such as hydrogen peroxide (H2O2), ozone (O3) and their 
radicals. When they interact with cellular components, those 
components can become oxidized.  Interactions with ROS 
can result in damaged DNA, RNA, lipid membranes, and 
proteins which may result in cellular death. In contrast, 
though counter-intuitive, this stress can also act as a cellular 
signal to encourage proliferation or survival [35]. OS affects 
all types of organisms, including bacteria. The presence 
of ROS and oxidative stress in bacteria is connected to the 
evolution of microbes in an aerobic environment millions of 
years ago [25]. Defenses against ROS and OS are complex, 
including genome regulation to reduce levels of ROS, and 
cellular damage repair. The mechanisms by which bacteria 
experience, defend against, and repair oxidative damage 
provides crucial conceptual insight into an organism and its 
metabolism. The purpose of this review article is to outline 
both endogenous and exogenous oxidative stress causes and 
responses to that stress in bacteria.  

Causes of Oxidative Stress  

The way different bacteria respond to oxygen is mostly 
defined by their method of metabolism and reflects how that 
microbe evolved to respond to oxygen and its potentially 
harmful byproducts. Oxidative stress is created by the 
production and accumulation of reactive oxygen species 
and the production of ROS and can be driven by numerous 
endogenous and exogenous factors [49].  Bacteria may be 
exposed to many environmental stressors, which may lead to 
the production of ROS and subsequent oxidative stress. 

 The production of endogenous ROS can result from a cell’s 
own metabolic processes. ROS can be produced through the 
oxidation of respiratory enzymes during cellular respiration 
[40]. In the bacterium model Escherichia coli, ROS were 
confirmed to be produced as a byproduct of both aerobic 
and anaerobic cellular respiration with the simultaneous 
generation of both superoxide and hydrogen peroxide.  

This occurs when molecular oxygen collides with redox 
enzymes and flavoenzymes. NADH dehydrogenase II, 
involved in bacterial respiratory metabolism, lipoamide 
dehydrogenase, involved in glycine catabolism, and fumarate 
reductase, involved in anaerobic bacterial respiration, 
are each known for the production of ROS due to their 
particular ability to transfer their electrons to molecular 
oxygen [29, 30]. While healthy aerobic cells have evolved to 
efficiently scavenge the produced ROS, obligate anaerobes 
may experience increased damage from ROS produced if 
exposed to oxygen.  

Exogenous factors also have the potential to produce ROS 
within the cell. If bacteria are in an environment with a 
high concentration of oxygen, they will experience OS 
(discussed in depth in a review by Haugaard [14]). Other 
environmental factors can include toxic chemicals and 
substances introduced into the environment inhabited 
by the bacteria, such as herbicides, industrial additives, 
and medications. Paraquat, a lethal herbicide, as well as 
menadione and phenazines (industrial additives), are redox 
cycling compounds, molecules that can accept electrons as 
well as donate electrons to oxygen, producing ROS. They 
are exogenous causes of bacterial oxidative stress due to this 
ability [28]. Noticing how ROS are generated exogenously 
is important to understand why prokaryotes face OS. One of 
the first observations made by scientists when beginning to 
study the causes of ROS was realizing that radiation usually 
preceded the formation of ROS. Radiation has been observed 
to break water down to hydroxyl radicals, which may then 
externally damage the cell [45, 55].

Membrane damage 

Reactive oxygen species can interact with structures found 
in the bacterial cell membrane. Cellular viability, membrane 
selective permeability, and proton motive force, rely on an 
intact membrane structure [26]. ROS-mediated stress can 
disrupt these by causing intracellular damage such as lipid 
peroxidation, which can be detrimental to the cell membrane 
structure [15]. Lipid peroxidation occurs when ROS 
takes away electrons from the lipids, disrupting associated 
functions of the membrane.  
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Lipid peroxidation starts a cascade down the rest of the 
membrane until the entire membrane is affected. The created 
lipid radicals react with oxygen to form lipid peroxyl radicals. 
They can react with other lipids to form hydroperoxide 
which can be broken down into lipid peroxide. These 
reactions can affect the structure of the lipids by shortening 
their tails. These chemical mechanisms are covered in detail in 
the review by Girotti [12]. It is thought that as the number of 
double bonds in the fatty acid increases, then the sensitivity 
to oxidation also increases [53]. 

The alterations of lipids in bacterial membranes cause 
morphological changes to bacteria. When Campylobacter 
jejuni interacts with ROS, the spiral-shaped bacteria 
change to a coccoid form. ROS increases the cell membrane 
permeability, which results in the structural change seen 
in C. jejuni [57]. E. coli also experiences morphological 
changes from the bacillus form to a coccoid form [18]. 
These morphological changes occur when the bacterium 
tries to heal itself from the damage caused by ROS by 
removing pieces of the membrane [58]. If this damage to the 
membrane is not repaired, it can lead to damage of the DNA 
and eventually the death of the cell [18].  

Another damaging effect of oxidative stress is a decrease in 
proton motive force (PMF) from inhibition of transport across 
the cell membrane. The reduction of PMF due to oxidative 
damage of the membrane structure interferes with the ability 
of obligate aerobes to create ATP [11]. As a result, when 
their membranes are damaged this can lead to an inhibition 
of cell growth and eventually cell death [8]. Without a fully 
functional membrane, obligate aerobes cannot produce 
enough ATP to carry out necessary cellular functions.

Protein damage 

Proteins are also affected by ROS due to their structure. 
Amino acids can be modified by ROS which can damage 
proteins. Proteins containing cysteine and methionine are 
particularly susceptible to being oxidized. Both can become 
oxidized to form sulfenic acids, while further reduction 
can become an irreversible modification [17, 56]. These 
modifications can affect the functionality of the associated 
protein. For example, when methionine is oxidized, proteins 
become denatured and the hydrophilic properties of 

methionine are lost, which results in structural alterations 
[2]. It is important to note that although methionine and 
cysteine are more readily oxidized, other amino acids can also 
become damaged by ROS. Amino acids such as arginine, 
lysine, proline, histidine, and threonine can be carbonylated 
[39, 50]. When amino acids are carbonylated, this is an 
irreversible sign of aging and oxidative damage as shown in 
E. coli [8]. These damages, unless repaired, ultimately lead to 
loss of function of proteins and cause protein misfolding.  

The degradation of proteins can be repaired by enzymes 
and chaperone proteins. Heat shock proteins (Hsp), a 
group of chaperone proteins, can aid in the refolding, repair, 
and recycling of damaged proteins. A redox regulated 
chaperone protein, Hsp33, is specific to prokaryotes and is 
inactive under reduced conditions. This chaperone protein 
is activated when the environment becomes oxidized. 
Upon exposure to protein oxidation, Hsp33 also unfolds 
but instead of losing activity and aggregating, it uses the 
structural rearrangements to activate its chaperone function 
[16]. Additional heat shock chaperone proteins that are not 
redox regulated can also refold proteins that have been affected 
by oxidative stress, thus helping restore protein function. 

DNA damage 

Overproduction of ROS can lead to modification of 
nucleotides or the sugar phosphate backbone of the 
DNA helix. Damage to the DNA can potentially result in 
mutations, or changes in the genetic sequence. When ROS 
interacts with DNA, it will oxidize the structure, generating 
damage to the DNA in the form of strand breaks and base 
modifications [10]. Similar to other endogenously caused 
OS, oxidative DNA damage is an inevitable consequence of 
aerobic cellular metabolism (discussed in reviews by Storz & 
Imlay and Sigler et al. [43, 46]), and threatens the survival 
and growth of bacterial cells.  

ROS can interact with both purine and pyrimidine bases, 
and the deoxyribose sugar backbone of the DNA molecule. 
The likelihood of the oxidation of DNA bases depends on 
the redox potential of the individual nucleotide. It is shown 
that purines are more likely to oxidize because of their low 
redox potential. When there is a single oxygen from ROS 
reacting with a purine, it results in the addition of a carbonyl 
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group - this is the most common damage to purines. For 
example, guanine has a low oxidation potential and that 
makes it a prime target for ROS, resulting in the formation 
of 8-oxo-7, 8-dihydroguanine (8-oxoG) [22]. After hydroxyl 
radicals react with DNA, the lesions are going to result in a 
damaged site that, when replicated, causes mutations. The 
oxidation product of guanine, 8-oxo-G, can base pair with 
either adenine or cytosine. The base pairing of 8-oxo-G 
with adenine in bacteria is seen to cause G:C to T:A base 
transversion mutations [31, 32]. If these transversion 
mutations happen in sites responsible for protein function, 
the mutations may decrease the bacterial cell’s survival.  

Base excision repair (BER) is the most common DNA 
repair mechanism to address oxidative damage. Glycosylases 
are a ubiquitous family of enzymes that catalyze the removal 
of damaged bases from the DNA strand in the BER 
pathway. DNA repair mechanisms however, often overlap.  
Oxidized bases can be excised through both the BER 
pathway, which removes a single lesion using glycosylase, 
and the nucleotide excision repair (NER) pathway, which 
removes a lesion-containing segment of the DNA strand 
[7]. The state of the bacteria, however, may influence the 
use of these repair pathways. For example, in starving P. 
putida, 8-oxo-G repair is limited, increasing mutations for 
the purpose of adaptation [37].

Regulatory modifications 

Oxidative stress influences how much mRNA from genes 
not required for stress response is transcribed. A study by 
Muthukrishnan et al. performed in E. coli cells noted a decrease 
in the transcription rates specifically for genes not related to 
stress when the cells were experiencing OS. The researchers 
noted that under oxidative stress, there was a 76% decrease in 
the cells ability to transcribe compared to cells under normal 
conditions. This is likely caused by a decrease in the number of 
available inducers, regulators, and transcriptional components, 
extending the time frame in which it takes transcription to 
occur and decreasing growth rate [33, 60].  

Translational control under oxidative stress conditions is 
focused on producing proteins necessary to negate OS [3, 
51]. Oxidative stress negatively impacts the ability of E. coli 
cells to translate proteins in a timely manner.  

As concentrations of H2O2 increase, the rate of ribosome 
translational elongation decreases and the time it takes for  
the translation elongation rate to recover increases.  
The cause of this reduced translational elongation rate is 
the downregulation of tRNAs by degradation within E. coli 
under oxidative stress [60, 61]. Demonstrated by Zhong et 
al., translation elongation rates under continual experimental 
OS conditions recovered by an increase in tRNA species 75 
minutes after the initial drop [60].  

In E. coli, small RNAs (sRNAs) are shown to help cells 
adjust to environmental changes by controlling expression 
of key proteins, causing a competition for binding which 
can result in repressed translation. Genome regulation under 
oxidative stress is also affected by the number of functional 
and available small RNAs (as discussed in a review by Van 
Assche et al. [51]). For example, in Salmonella enterica, small 
RNAs RyhB-1 and RyhB-2 participate in the oxidative stress 
response and deletion of these sRNA lead to an increase of 
ROS in the cell. These sRNAs are upregulated by OxyR, 
an important regulon later discussed, a result of OxyR 
interacting with the sRNA promoters [3]. Small RNAs help 
the cell adjust in response to oxidative stress. 

Another example of sRNA involved in managing oxidative 
stress is found in the bacterium Deinococcus radiodurans R1, 
where a specific sRNA, OsiA, is required for helping the 
bacterium handle varying levels of oxidative stress. When the 
sRNA is knocked out, the mutant bacteria are more sensitive 
to H2O2 and produce less catalase, an enzyme that breaks 
down H2O2. Chen et al. show that in the OsiA mutant, the 
mRNA of a catalase gene, katA, has a decreased half-life.  
The regulation of katA by OsiA helps D. radiodurans R1 to 
cope with oxidative stress, induced by H2O2 [4].

Removal of ROS 

In order to neutralize ROS, bacteria are equipped with 
antioxidant molecules (AOX) [1]. AOX are responsible 
for protecting bacteria from and fighting against ROS 
and include enzymatic and non-enzymatic antioxidant 
defenses. Enzymatic defenses directly target ROS molecules, 
inactivating them and converting them into molecules 
that are significantly less reactive [44]. Non-enzymatic 
defenses such as vitamins C and E and thiols are molecules 
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that naturally behave as reducing agents. Non-enzymatic 
antioxidants become oxidized in place of sensitive cellular 
components [38]. (Discussed in reviews by J.G. Scandalios 
and Staerck et al. [38, 44].) Bacteria use both enzymatic and 
non-enzymatic methods jointly to address ROS and OS [1]. 

 Enzymatic inactivation of ROS includes enzymes such as 
dismutases, catalases, peroxidases, and reductases, commonly 
found in aerotolerant bacteria [44]. These enzymes, such as 
superoxide dismutase (SOD), an enzymatic inactivator of 
superoxide, help to prevent varying types of damage from 
OS. Loss of these enzymes have been shown to coincide with 
increased oxidative damage [19, 47]. One example function 
of SOD is in the periplasm of E. coli. SodC is thought to be 
a dismutase that detoxifies the superoxide anions that are 
released from the oxidative phosphorylation process [21]. 
This process allows for ROS damage to be prevented in the 
membrane. Another enzyme involved in ROS inactivation 
is catalase which deactivates hydrogen peroxide into oxygen 
and water. Catalase has been shown to increase survivability 
of bacteria in the presence of hydrogen peroxide [36]. These 
enzymatic defenses continue to evolve to help bacteria survive 
in the presence of ROS.  

Enzymatic antioxidants are often regulated by systems called 
regulons. Regulons are groups of bacterial genes that are 
regulated together to control specific responses. A prominently 
known regulon, seen in many Gram-negative and some Gram-
positive bacteria is the OxyR regulon. An influx of hydrogen 
peroxide (H2O2) in the cell will initiate a response from the 
OxyR transcription factor, causing it to convert to its oxidized 
form. Once oxidized, the transcription factor will positively 
regulate the genes associated with the OxyR regulon [54].  
The RpoS and PerR regulons also respond to H2O2. RpoS 
behaves as a sigma factor, recruiting RNA polymerase, while 
PerR is similar to OxyR and is more often found in Gram-
positive cells [52, 9]. While OxyR, RpoS, and PerR regulons 
tend to respond to H2O2, the SoxRS regulon functions to 
counteract an increase in superoxide radical anions. The OhrR 
regulon is another antioxidant regulon which functions to 
identify and destroy organic peroxides during oxidative stress 
[9]. Although every antioxidant regulon is not present in all 
types of bacteria, more than one regulon can contribute to 
bacterial stress responses [9, 52]. 

Non-enzymatic antioxidants can be acquired from the 
environment, synthesized biologically, or both. Vitamin 
C, or ascorbic acid, is a water soluble, non-enzymatic 
scavenger of free radicals. Ascorbic acid is taken from the 
environment, though some bacterium, such as Streptomyces 
antibioticus and Acetobacter suboxydans are able to produce 
it [59, 48]. Additionally, vitamin C is capable of assisting in 
the regeneration of oxidized vitamin E, another important 
antioxidant [34]. Vitamin E or alpha tocopherol is lipid-
soluble and resides in the hydrophobic region of the cell 
membrane; it works to defend the membrane from oxidative 
stress injuries. Vitamin E acts to reduce lipid peroxyl radicals 
and will eliminate the chances of lipid peroxidation of the 
cell [13, 20]. Non-enzymatic defenses can also work jointly 
with enzymes. Glutathione (GSH) is a thiol that can detoxify 
hydrogen peroxide and lipid peroxides in conjunction with 
glutathione peroxidase (GSH-Px) and will reduce hydrogen 
peroxide into water and oxygen by donating an electron to 
hydrogen peroxide. This antioxidant will also protect the cell 
from lipid peroxidation and convert vitamins C and E back 
into their active forms [1, 6, 27].  

Thiols, such as glutathione, thioredoxin, and glutaredoxin, 
become oxidized to decrease OS within the cell. Gram-
negative bacteria both synthesize and import active thiols 
like glutathione from the environment using dedicated 
transporter systems. In contrast, most Gram-positive bacteria 
do not synthesize glutathione, but can import it [5]. Once 
cellular thiols are inactivated through oxidation, they must 
be returned to their active, reduced form. This maintenance 
is performed by enzymes such as glutathione reductase, 
thioredoxin reductase, and glutaredoxin [5]. Glutathione 
reductase helps to keep glutathione in its reduced form 
to respond to an increase of ROS when the cell is under 
oxidative stress [5]. Thioredoxin is reduced by thioredoxin 
reductase (discussed in this review by Lu & Holmgren [23]). 
The importance of thioredoxin reductase can be noted in a 
study by Serrano et al. of Lactobacillus plantarum where they 
found that overexpression of trxB1, a thioredoxin reductase, 
results in a high resistance to ROS [41]. The thioredoxin 
system also plays a role in DNA repair and is highly conserved 
among various bacteria including, E. coli, Helicobacter pylori, 
Bacillus subtilis, and Mycobacterium tuberculosis [23]. 
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Glutaredoxin is important in that it will deactivate OxyR 
when H2O2 levels are reduced to a normal range [54].  
Thiol maintenance is vital for the survival of bacteria in 
oxidative stress environments.   

Conclusion 

While oxidative stress can be an important signaling strategy 
for bacteria, it can also be a dangerous source of cellular 
damage [35]. ROS of both endogenous and exogenous 
creation threaten to oxidize key components of the cell [49]. 
This review has discussed the range of damage that can be 
caused. ROS can oxidize proteins resulting in both reversible 
and irreversible damage, lipid peroxidation can threaten the 
integrity of the cell membrane, and DNA damage can induce 
mutations within the genome [17, 56, 15, 10]. Fortunately, 
microbial evolution has provided bacteria with mechanisms 
to counteract OS and its damage.  

Although more abundant in aerobic bacteria, all bacteria 
have some mechanisms for addressing ROS. Regulatory 
modifications can be made to both transcription and 
translation to modulate the use of resources and the 
production of antioxidants [3, 33, 51, 60]. ROS can then be 
neutralized using enzymatic and non-enzymatic mechanisms 
and the damage repaired [38, 44]. Bacterial genomes have 
entire regulons dedicated to these responses. Antioxidants 
and their maintenance enzymes are closely regulated to both 
evaluate the oxidative state of the cell and ensure bacterial 
survival. While bacteria have the capability to respond to 
oxidative damage, the process is not infallible if the stress 
outweighs the capacity of the cell to respond.
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Abstract
The oral microbiome is a complex community of 
microorganisms that influences the health of the human 
host. A number of diseases are associated with dysbiotic 
oral microflora in infants and children, including dental and 
gastrointestinal diseases. A variety of factors can influence 
the composition of the oral microbial community in infants, 
including mode of delivery, feeding method, and diet. 
This study focuses on the effect of nutritional differences 
in infant formulae on the growth of a commensal species 
(Streptococcus mitis) and a pathogenic species (Streptococcus 
mutans) that are commonly found in the infant oral cavity. 
A culture-dependent model was utilized to test the effects 
of one infant formula (Nutramigen Enflora) supplemented 
with a probiotic (Lactobacillus rhamnosus) and a similar 
infant formula without probiotic supplementation (Enfamil 
NeuroPro) on the growth of each species. A Snyder’s media 
test was used to assess acidogenic potential of each species. 
Bacterial growth in each formula was assessed by measuring 
colony forming units (CFUs) and by measuring the pH 
of the culture media over an 8 hour incubation. Results 
indicate that the probiotic formula may selectively inhibit the 
growth of the pathogen and aid in producing more favorable 
conditions for the commensal.  These findings may make 
Nutramigen Enflora the preferred infant formula for overall 
health. The results of this study may assist parents in selecting 
alternatives to breastmilk that will support the proper 
development of the infant oral microbiome by favoring the 
growth of commensal bacteria.  	
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Introduction

The human microbiome is defined as the totality of 
microorganisms which inhabit the human body (25). 
Estimates indicate that there are about as many bacterial cells 
as there are human cells in the body (46). The gut microbiome 
alone harbors about 1,000 species of bacteria with a combined 
total of 2 million genes, which is 100× the number of genes 
in the human genome (55). Our microbial symbionts are 
intimately intertwined with both systemic and specific bodily 
function (22), and each niche in the human body nurtures a 
unique community of microbes. 

The microbiome is inherently linked to the health of the 
human host. The effects that the microbiome exerts on the 
human body are directly linked to the state of the microbiome 
itself: changes in species composition and relative abundance 
can be characterized on a spectrum from health to dysbiosis. 
Many endogenous and exogenous factors (e.g. immune 
function, body site, diet, antibiotic use, lifestyle) influence the 
environmental conditions of the niches within the human 

body (Figure 1), which in turn influence microbial community 
composition and thus overall host health (22). 

Dysbiosis, a state in which the microbial community 
composition becomes unbalanced, is triggered by alterations 
in factors such as diet, immune function, hygiene, and 
hormone levels (27). It is well known that a dysbiotic 
microbiome is associated with a multitude of disease 
states of the body and the mind, such as cancers, obesity, 
cardiovascular disease, psoriasis, and major depressive disorder 
(57, 20, 22). The impacts of the microbiome on health are 
plentiful and significant, and thus the ways in which we 
humans care for our microbiomes is of high importance.   

The oral cavity is a distinct niche within the overall human 
microbiome that is of interest due to its association with 
diseases in adults and children such as dental caries, 
periodontal disease, various cancers (i.e. oral, esophogeal, 
pancreatic, and colorectal) and gastrointestinal diseases (56).  

Figure 1: Internal and external factors that influence the human microbiome. Factors that shape the human microbiome can be internal (a condition of the 

body that is not easily changed, such as age, genetics, and mode of delivery at birth) or external (including lifestyle choices such as diet, exercise, and drug use). 
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The process of acquiring the oral microbiome begins during 
gestation, continues through parturition and infancy, and is 
highly influenced by factors such as genetics, gestation length, 
delivery mode, and diet (59). Following birth, the infant is 
exposed to the multitude of microbes present within their 
environment (27). The oral cavity is colonized in a sequential 
manner, first with pioneer colonizers attaching and enabling 
subsequent colonizers to adhere and form a biofilm (52). 
The most common pioneer colonizers of the oral cavity are 
Gram-positive bacteria including Streptococci species such 
as S. mitis and S. salivarius, because of their ability to adhere 
to previously uncolonized epithelial tissue and their presence 
in breastmilk. Pathogenic species like S. mutans are less 
abundant than commensal species, but their overgrowth is 
linked with a dysbiotic oral microbiome and diseases of the 
oral cavity like dental caries (57). Typically, pathogenic species 
such as S. mutans disrupt the normal balance of the oral 
microbiome by producing acids that lower the pH within 
the environment to a level that favors aciduric, pathogenic 
species. This triggers the overgrowth of the pathogenic 
species and the simultaneous inhibition of commensal species 
like Streptococcus sanguinis that are less tolerant to low pH 
conditions (57, 59). The composition of the oral microbiome 
fluctuates preceding the first tooth eruption, after which it 
begins to stabilize. Because of this, more research is needed 
to determine if the composition of the predentate oral 
microbiome influences the more permanent oral microbiome 
later in life (59). The acquisition and development of a 
healthy oral microbiome is important for a child’s overall 
health as several childhood diseases, as mentioned above, are 
associated with a dysbiotic oral microbiome (59). 

Nutrition is an important factor that can influence the 
trajectory of the development of the early oral microbiome 
(59) and thus the health of the individual as a whole. During 
infancy, the primary source of nutrition and early microbial 
exposure is either breastmilk or infant formula. Breastfeeding 
is widely considered to be the optimal nutrition source 
for infants (3; 54). However, there are many reasons why 
breastfeeding may not be a suitable dietary choice. For 
instance, preterm or low birth weight infants may need a 
more nutritionally dense food source such as infant formula 

to achieve a healthy weight (40). Similarly, infant formulae 
are desirable for infants suffering from malnutrition due 
to famine (40). HIV-positive mothers also rely on infant 
formulae to avoid transmission of the virus to the infant (40), 
and the advent of soy-based formulae in the 1920’s provided 
a solution for lactose-intolerant infants (40).  Infant formula 
utilizes either cow’s milk, soy, amino acids, or goat’s milk as a 
replacement for breastmilk. Some infant formulae containing 
probiotics tout claims of boosting the microbiome, including 
Lactobacilli and Bifidobacteria in the formulations (18). 
However, these claims have not been clinically supported, and 
the effects of these formulations on the composition of the oral 
mIcrobiome have not yet been thoroughly investigated

This study aims to elucidate the relationship between the 
nutritional profile of infant formulae with the growth of 
one commensal and one pathogenic constituent of the 
infant oral microbiome.. A commensal species, S. mitis, 
and a pathogenic species, S. mutans, were used to represent 
beneficial and pathogenic Streptococcus species commonly 
found in the infant oral cavity. 

S. mitis is a Gram-positive commensal species of the oral cavity 
and is understood to be one of the primary colonizers of the oral 
cavity (19). Like S. mutans, S. mitis metabolizes carbohydrates 
such as lactose and sucrose into lactic acid (30, 38). S. mitis 
produces an enzyme known as neuraminidase in addition to 
a number of adhesins which may aid in the adherence and 
subsequent colonization of surfaces within the oral cavity 
(31). The results from some studies suggest that S. mitis may 
supplement host immunity through modulating the expression 
of various immune markers (61). Additionally, one study has 
shown that S. mitis induced the expression of an antimicrobial 
peptide that not only aids in deterring pathogenic microbes, 
but that S. mitis itself is tolerant to (17, 42). The production 
of antimicrobials that target pathogenic microbes in turn may 
boost host health by limiting the growth of pathogens.  

S. mutans is a Gram-positive facultative anaerobe that is 
known for its role in the development of dental caries, 
especially in infants and children (24). Two characteristics 
of S. mutans that contributes to its pathogenicity are its 
acidogenity and acidurity: the ability to metabolize sugars 
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(glucose, fructose, lactose, sucrose) to lactic acid and thrive in 
low pH conditions, respectively (36). This increase in acidity 
resulting from S. mutans’ metabolism erodes the dental 
enamel and leads to dental caries. Therefore, a decrease in 
pH is indicative of the growth of S. mutans and the dysbiotic 
state that can be associated with its growth (36). 

These species were grown on media containing one of two 
infant formulae that were chosen for their similarity in 
nutritional composition to elucidate the effect of probiotic 
supplementation on the growth of the commensal and 
pathogenic species: a cow’s milk-based formula without 
probiotic supplementation (Enfamil NeuroPro) and a cow’s 
milk based formula with probiotics (Enfamil Nutramigen 
with Enflora LGG). The overall growth of the two species 
was assessed by counting CFUs to determine the cell density 
of the culture media every hour throughout the duration of 
the experiment. The metabolic activity of acidogenic bacteria 
was measured by pH level of the culture media to determine 
the rate of converting sugars into lactic acid. Metabolic 
responses indicative of commensals thriving suggest that 
infant formula is beneficial for the establishment of a 
microbiome on a healthy trajectory, while the opposite is  
true with the opportunistic pathogens. 

Methods

Species Descriptions 

Two species of Streptococcus-group bacteria were chosen for 
this study: one commensal (S. mitis) and one opportunistic 
pathogen (S. mutans) that are commonly found within the 
infant oral cavity (59). Both cultures were sourced from the 
American Type Culture Collection (atcc.org, Manassas, VA). 
S. mitis type strain ATCC 49456 was the sole strain available 
from ATCC. S. mutans type strain ATCC 25175 was 
selected for its origin from dental caries. 

Snyder’s Media Test 

A Snyder’s media test was used to determine the cariogenic 
potential of both species in the study. Snyder’s media  
(Thomas Scientific, Swedesboro, NJ) contains a pH indicator 
that is used to qualitatively assess a decline in pH over time, 

which is indicative of cariogenic potential as acid erodes dental 
enamel and causes dental caries. The faster the inoculated 
media changes color, the greater the cariogenic potential of 
a species (48). A change in media color from blue-green to 
yellow within 24 hours indicates high cariogenic potential, 
while a change in color to orange indicates moderate  
cariogenic potential and no color change indicates low 
cariogenic potential. In this study, the color of the media for 
each species was compared after 24 hours of incubation. Both 
species were incubated at 37°C in Snyder’s media in triplicate 
for 24 hours followed by comparisons of the media color to the 
uninoculated control. 

Growth Curves under Baseline Conditions 

Growth curves were created for each species under baseline 
conditions to describe the general growth kinetics of both 
species. The approximate time of the mid-log phase (i.e. the 
midpoint of the logarithmic phase) was needed for this study. 
The experimental cultures were inoculated with mid-log 
starting cultures because the mid-log phase is indicative of 
the fastest growth rate (i.e. maximum slope). The amount 
of time needed to reach the plateau phase for each species 
was used to determine the length of time for incubation 
during the experiment.  

 Growth curves were produced by measuring the optical 
density of the culture grown in the control media (Tryptic 
Soy Broth, Thermo Fisher Scientific, Waltham, MA) in 
triplicate until the plateau phase of growth was reached (i.e. 
until growth became steady). For each species, three fresh 
cultures were inoculated in 10 mL TSB and allowed to reach 
turbidity (24 hours). Uninoculated media was placed in 
a cuvette to be used as a blank for the spectrophotometer 
(Vernier SpectroVis Plus, Vernier, Beaverton, OR). The batch 
culture was inoculated with a 1:20 dilution (Ashley Hawkins, 
personal communication) of turbid culture and media.  
The optical density of each batch culture was measured at 
600 nm (51) every 30 minutes for the first 4 hours, then every 
hour until a plateau in the growth curve was reached. These 
measurements were plotted against time to create growth 
curves (Figures 2 and 3) from which the mid-log and plateau 
phase could be determined.   
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Preparation of Culture Media 

Once baseline growth curves were established, both species 
were maintained in tryptic soy broth (TSB) at 37°C. TSB 
was chosen as a control media because it was an ATCC 
recommended growth media for each species. Two types 
of infant formula (Table 1) were compared in this study: 
a cow’s milk-based formula (Enfamil NeuroPro, Mead 
Johnson, Chicago, IL) and a cow’s milk-based formula 
supplemented with probiotics (Nutramigen Enflora, Mead 
Johnson, Chicago, IL). The Nutramigen Enflora formula is 
supplemented with Lactobacillus rhamnosus, one of the most 
widely used probiotic strains utilized as a dietary supplement 
(26). A 1:5 (v/v) dilution of infant formula to TSB without 
dextrose was prepared for each formula following Hinds et 
al. (2016). Infant formulae were diluted with TSB without 
dextrose (Thermo Fisher Scientific, Waltham, MA) to ensure 
bacterial growth without adding another carbohydrate source.  

Assessment of Cell Density under Experimental 
Conditions 

For both species, cultures in TSB at the mid-log phase 
were prepared for the experiment in triplicate. Each of the 
infant formula media and the control media was inoculated 
with 100 µL of starting culture and vortexed to ensure 
homogeneity in replicates of three, for a total of 18 culture 
tubes including the control. Plate counts were performed 
by diluting the starting culture with fresh TSB to dilutions 
of 10-4, 10-5, and 10-6. 100 µL of each of these dilutions were 
plated onto tryptic soy agar (TSA) plates in replicates of 
three. The TSA plates were incubated at 37°C for 24 hours, 
after which colony forming units were counted in plates 
that had between 30-300 colony forming units (CFUs) (33). 
The following formula was used to calculate the original cell 
density of the starting culture: 

Original cell density=(colony forming units)/(original sample 
volume) 
 
Assessment of Metabolic Activity under Experimental 
Conditions 

Every hour over the course of each incubation, the pH of 
the culture media was measured to monitor the change in 

acid production using a YSI Ecosense pH 100A meter (YSI 
Incorporated, Yellow Springs, OH). The meter was calibrated 
according to manufacturer’s instructions before use.  
A decrease in pH indicates acid production, which is related 
to the cariogenic potential of a culture.  

Statistical Analyses 

Statistical analyses were conducted using JASP (Version 
0.11.1, JASP Team 2019). Shapiro-Wilks tests were used to 
confirm a normal distribution of data. Normally distributed 
data were analyzed using independent t-tests; when 
assumptions for parametric statistics were violated, data 
were analyzed using the non-parametric Mann-Whitney test. 
Independent t-tests and Mann-Whitney tests were performed 
on pH data to compare the effect of each species on the pH 
of each media at a given time point. Analysis of Variance 
(ANOVA) was used to assess the change in pH over time 
within the same media and species and to assess the change 
in pH between media types for a given species at a given 
point in time.  Tukey’s post-hoc tests were performed for all 
ANOVAs with significant p-values (α = 0.05). 

The same tests were utilized on data reporting CFUs, 
except for time points where one of the three replicate data 
points were missing due to inadequate growth during plate 
counts. In these cases, mean values will be used for data 
reporting, as there were not enough replicates at each time 
point to conduct statistical analyses. CFU and pH data were 
compared over time for observable trends between the two 
measurements for each species in each media type. Data from 
hours 0 and 8 were used as time points in the analysis because 
they represented the start-point and plateau phase of each 
incubation, respectively.  

Results

Growth Curves under Baseline Conditions

The growth curves produced for both S. mitis (Figure 2) and 
S. mutans (Figure 3) showed a logarithmic curve with the 
lag phase from hours ca. 0-3 hours, a log phase from ca. 3-6 
hours, a plateau phase from ca.6-8 hours, and the mid-log 
point ca. hour 4.5. 
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Snyder’s Media Test 

The degree of color change in the inoculated Snyder’s Media 
was compared relative to the uninoculated test media (Figure 
4a).  After 24 hours, a color change in the media inoculated 
with S. mutans (Figure 4b) indicated a positive result and a 
lack of color change in the media inoculated with S. mitis 
(Figure 4c) indicated a negative result.

 

Figure 2: The growth curve of S. mitis under baseline conditions. Growth in TSB was quantified by optical density, measured by spectrophotometery, over  

8 hours. Error bars represent standard deviation of the mean (n= 3).

Figure 3: The growth curve of S. mutans under baseline conditions.  Growth in TSB was quantified by optical density, measured by spectrophotometery, over 

8 hours. Error bars represent standard deviation of the mean (n= 3).

Colony Forming Units 

 The mean CFUs of S. mutans increased over time in TSB, 
with a ca. 10X increase between hour 0 and 8 (Table 2; 
Figure 5a), whereas the mean CFUs of S. mitis decreased over 
time in TSB, with a ca. 16X decrease between hour 0 and 8 
(Table 2, Figure 5a). The mean CFUs of S. mutans decreased 
over time in NeuroPro and Enflora, by ca. 0.18X and 6.8X, 
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respectively. The mean CFUs of S. mitis increased over time 
in NeuroPro and Enflora, with an increase of ca. 3X and 
2.1X respectively between hour 0 and 8 (Table 2, Figures 
5b and 5c).  At all time points in each media, S. mitis had 
greater CFUs than S. mutans, except at hour 8 in TSB 
(Table 2, Figure 5).

To show which media yielded the highest cell density for each 
species at a given time, the mean values for CFUs in different 
media types were compared within a species (Table 2, Figure 
6b). NeuroPro had the highest CFU count for S. mitis of 
ca. 2.59 x 107 compared to ca. 5.07 x 106 in TSB and ca. 
2.40 x 107 in Enflora at hour 0 (Table 2, Figure 6a). At the 
end of the incubation, CFUs of S. mitis in NeuroPro was 
347X and 2X higher than TSB and Enflora respectively. For 
S. mutans at hour 0, TSB yielded the highest CFU count of 
ca. 4.31 x 106 compared to ca. 2.40 x 105 in NeuroPro and 
ca. 3.90 x 105 in Enflora (Table 2, Figure 6b).  At the end of 
the incubation, CFUs of S. mutans in TSB were 208X and 
841X higher than NeuroPro and Enflora respectively. CFUs 
of S. mutans decreased ca. 15% in NeuroPro and ca. 87% in 
Enflora over the course of the incubation.

Figure 4: Results of Snyder’s Media Test. A change in the color of the media from dark green to orange within 24 hours indicates a positive result. Cultures  

pictured are representative of all three replicates for each species: a) uninoculated media, b) media inoculated with S. mutans, c) media inoculated with S. mitis. 

pH 

 The mean pH of S. mitis significantly decreased over time 
in all three media types (Table 4, Figure 7b). Between hour 
0 and hour 8, the pH decreased by ca. 2.6% in TSB, ca. 
1.9% in NeuroPro, and ca. 1.2% in Enflora. The mean pH 
of S. mutans significantly decreased over time in TSB but 
increased slightly over time in NeuroPro and Enflora (Table 
3, Figure 7a). Between hour 0 and hour 8, the pH decreased 
by ca. 13.2% in TSB and increased by ca. 0.3% and ca. 0.4% in 
NeuroPro and Enflora respectively. 

 Results of the independent t-tests comparing pH levels of 
S. mutans to S. mitis showed a significant difference in each 
of the media types at two time points (Table 4, Figure 7). 
None of the Mann-Whitney tests were significant (Table 
S1). At hour 0 and 6, there was no significant difference in 
pH between the two species when cultured in all three of 
the media types (Table 4, Table S1). At hour 8, there was a 
significant difference in pH between the two species when 
cultured in all three of the media types. In NeuroPro and 
Enflora, S. mutans had a higher pH than S. mitis. In TSB, S. 
mutans had a lower pH than S. mitis.  
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Figure 5: Mean Colony Forming Units (CFU) of S. mutans and S. mitis over time. a) in TSB, b) in NeuroPro, c) in Enflora. Error bars representing standard 

deviation of the mean are included when n = 3.

The results of the ANOVAs comparing the pH levels over the 
course of the incubation were significant (p < 0.001) for both 
species in all three media (Figure 8, Tables S2, S3, and S4), 
except for S. mutans in NeuroPro (p = 0.753). For S. mutans 
and S. mitis, there was a significant decline in the pH levels 
at 0, 4, and 8 hours when cultured in TSB. In NeuroPro, the 
pH levels at hours 0 and 8 significantly declined for S. mitis. 
In Enflora, the pH levels at hours 0 and 8 were significantly 
different in S. mutans and S. mitis, with an increase in pH for 
S. mutans and a decrease in pH for S. mitis. For S. mutans, 

the pH increased by ca. 0.3% and 0.4% in NeuroPro and 
Enflora, respectively, and dropped by ca. 15% in TSB.  
For S. mitis, the pH decreased by ca. 2.7%, 2%, and 1% in 
TSB, NeuroPro, and Enflora, respectively.  

The Relationship between CFUs and pH 

For the species and media that resulted in increased bacterial 
growth over time, there were notable trends between CFUs 
and pH over time. For S. mutans grown in TSB (Figure 9), S. 
mitis grown in NeuroPro (Figure 10), and S. mitis grown in 
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Figure 6: Mean Colony Forming Units (CFU) of  (a) S. mitis and (b) S. mutans in TSB, NeuroPro, and Enflora over time. Error bars representing standard 

deviation of the mean are included when n = 3.

Enflora (Figure 11), the general trend is as the CFUs increase, 
the pH also decreases. In optimal growth conditions (Figure 
6 & 7), there appears to be a steeper slope of the trendline 
relating CFUs to pH as compared to less optimal growth 
conditions (Figure 11). For the two conditions with the 
highest growth, S. mutans in TSB (Figure 9) and S. mitis 
in NeuroPro (Figure 10), the inflection point where CFUs 
increase sharply and pH decreases sharply was around the 4.5 
hour mark (ca. mid-log phase). Figure 11 is representative of 
the remaining conditions: no inflection point in the slopes of 
the CFU and pH graphs was observed. The trends outlined 
above indicate that the high-growth conditions (S. mutans 
in TSB, S. mitis in NeuroPro and Enflora) had a stronger 
relationship between an increase in CFUs and decrease in pH 
than the low-growth conditions (S. mutans in NeuroPro and 
Enflora, S. mitis in TSB).  

Discussion

Snyder’s Media Test Confirms the Cariogenic Potential 
of  S. mutans

 The results of the Snyder’s media test showed that  
S. mutans has a greater cariogenic potential than S. mitis.  
This reaffirms that S. mutans is an acidogenic and aciduric 
species. S. mutans produces lactic acid (36) which lowers 
the pH of the surrounding microenvironment, limits the 
growth of non-aciduric species (which are commonly 
commensal species) and produces conditions that favor 
the growth of other aciduric pathogens (32). In addition, 
the results of the Snyder’s test showed that S. mitis does 
not have a high cariogenic potential. Although S. mitis is 
known to metabolize carbohydrates to lactic acid like the 
pathogenic S. mutans (30), S. mitis is generally considered to 
act as a commensal species when its growth is kept in check 

Figure 7: Mean pH values in each media type over time: a) S. mitis, b) S. mutans. Error bars represent standard deviation of the mean.
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Figure 8: Mean pH values of S. mutans and S. mitis over time in a) TSB, b) NeuroPro, and c) Enflora. Error bars represent standard deviation of the mean (n = 3).

by competing commensals. To ensure the establishment of a 
beneficial microbial community early in life, it is important for 
infant formulae to have a nutritional composition that both 
inhibits the growth of pathogens like the cariogenic S. mutans 
and enhances the growth of commensals such as S. mitis.  
 
Cell Density Reveals Lactose-based Formula Favors the 
Growth of S. mitis over S. mutans

S. mutans had ca. 141X more CFUs in TSB than S. mitis at 
the end of the 8 hour incubation, therefore TSB favored the 
growth of the pathogenic S. mutans over S. mitis.  

When cultured in infant formula, there was a decrease in 
CFU counts of S. mutans over time, suggesting that the 
infant formulae did not provide optimal growing conditions 
for S. mutans compared to S. mitis and that the infant 
formulae may have an inhibitory effect on the growth of 
this opportunistic pathogen. This may be in part due to the 
different types and concentrations of carbohydrates found 
in the infant formulae and TSB. TSB contains 0.025 g/ml 
of dextrose while NeuroPro contains 0.015 g/ml of lactose 
and Enflora contains 0.014 g/ml of dextrose. Previous 
research examined the effects of infant formula composition 
on the growth of the pathogen S. mutans and found that 
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Figure 9: The relationship between CFUs and pH for S. mutans grown in Tryptic Soy Broth. Error bars representing standard deviation of the mean when n = 3.

Figure 10: The relationship between CFUs and pH of S. mitis grown in NeuroPro. Error bars representing standard deviation of the mean are included 

when n = 3.

Figure 11: The relationship between CFUs and pH of S. mitis grown in Enflora. Error bars representing standard deviation of the mean are included when n = 3.
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sucrose-based formulae yielded more growth of S. mutans 
when compared to formulae containing lactose (24). This 
is possibly due to sucrose being more readily fermentable, 
leading to a lowering of pH and sucrose being a substrate 
for the production of polysaccharides that allow bacterial 
adhesion and biofilm formation (45). Because S. mutans is 
known for its rapid consumption of carbohydrates (24, 34), 
the higher concentration of dextrose in TSB may have allowed 
for greater proliferation of S. mutans compared to the infant 
formulae due to sucrose being more readily fermentable than 
lactose and rapidly lowering the pH of the formula, creating a 
low pH environment in which S. mutans thrives.

The small difference between the CFU count of S. mutans 
in NeuroPro versus Enflora at the end of the incubation 
(CFUs for NeuroPro was 4X that of Enflora compared to 
CFUs for TSB being 208X and 841X higher than NeuroPro 
and Enflora, respectively) is likely not due to the different 
carbohydrates found in each formula, since the dextrose in 
Enflora is preferred to the lactose in Neuropro (40). The 
magnitude of decrease in CFUs of S. mutans was greater 
in Enflora (ca. 6.8X decrease) than in NeuroPro (ca. 0.18X 
decrease) over the course of the incubation; therefore, Enflora 
had a greater inhibitory effect on the growth of S. mutans 
than NeuroPro. Since the concentrations of carbohydrates 
are similar between NeuroPro and Enflora and previous 
research shows that S. mutans does not prefer lactose 
over dextrose, it may be the presence of the probiotic L. 
rhamnosus that caused this differential magnitude of decrease 
in CFUs between the two infant formulae. 

One hypothesis for why the probiotic formula controlled 
the growth of both species is that the probiotic L. rhamnosus 
prevented uncontrolled growth by competing with the 
other species for resources. Previous research has shown that 
supplementation with L. rhamnosus resulted in a decrease in 
dental caries and amount of S. mutans in children (ages 1-6 
years), indicating that the probiotic may have the ability to 
outcompete the pathogen and significantly inhibit its growth 
and acid production (41). This same degree of interspecies 
competition has not been shown between L. rhamnosus and 
S. mitis, perhaps because commensal species both prefer 
similar environmental conditions (i.e. neutral pH as opposed 

to the low pH that S. mutans produces and thrives in) and 
do not threaten each other by altering the environment 
to a state that would inhibit the other species’ growth. 
This is good news in terms of how the infant formula 
impacts the community structure of the oral microbiome, 
because it indicates that the probiotic infant formula can 
potentially control both the overall growth of microbes (i.e. it 
controlled the growth of both the commensal and pathogen) 
and differentially (selectively) control the growth of the 
commensal and pathogen, with the commensal being favored 
and the pathogen being more strongly inhibited.  

The decreased amount of Streptococcus growth may also 
have been influenced by the antimicrobial substances 
produced by L. rhamnosus. Existing literature shows that 
L. rhamnosus has multiple avenues of controlling microbial 
growth in co-culture, including the production of various 
antimicrobial substances. L. rhamnosus produces microcine, 
a small antimicrobial peptide along with another 7 different 
antibacterial peptides (35). L. rhamnosus also produces two 
kinds of lectin proteins (antimicrobial molecules that target 
pathogenic microbes) which have been shown to successfully 
inhibit the growth and biofilm formation of Salmonella 
species and E. coli (44). These lectin proteins have strong 
carbohydrate-recognition capabilities, which allows them to 
distinguish pathogenic microorganisms from nonpathogens 
based on the types and configurations of polysaccharides 
on the cell surfaces (44). The specificity of these probiotic 
lectin proteins for pathogenic microbes may explain why L. 
rhamnosus differentially affected the growth of S. mutans 
and S. mitis. These pathogen specific antimicrobial proteins 
may have targeted the pathogenic S. mutans, thus exerting 
a greater inhibitory effect on the pathogen compared to 
the commensal S. mitis. Competitive exclusion and the 
production of antimicrobial compounds present potential 
explanations for how the probiotic suppressed growth of the 
two Streptococcus species in this study.  

In addition, L. rhamnosus’ competition with S. mitis may 
also enhance host health by preventing the overgrowth of 
S. mitis. While S. mitis is generally considered a commensal 
in the oral microbiome, some studies have shown that 
an overabundance may cause the species to act as an 
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opportunistic pathogen (39).  As previously mentioned, S. 
mitis can produce lactic acid like S. mutans, which in excess 
may lead to the formation of dental caries, giving it the 
potential to act as an opportunistic pathogen (1). In a study 
comparing the species composition of oral microbiomes 
of individuals with and without dental fluorosis, a dental 
disease associated with dental caries, individuals with dental 
fluorosis had a higher abundance of S. mitis than those 
without dental fluorosis (58). Therefore, it is understood 
that while S. mitis typically acts as a commensal when kept 
in check by the cohabitants of the oral microbial community, 
the overgrowth of S. mitis may lead to decreased health of the 
oral microbiome. By competing with S. mitis and preventing 
the domination of the oral microbiome, L. rhamnosus may 
bolster host health by maintaining balance within the oral 
microbiome.  In fact, studies on the effects of probiotic 
consumption on the composition of the oral microbiome 
show promise for boosting host health. In a study comparing 
the oral microbiome composition of adults administered 
dietary Lactobacillus and Streptococcus probiotics and a 
control group, it was found that there was a short-term 
increase of overall diversity of the oral microbiome (13). 
However, the species diversity reverted to baseline (pre-
treatment) levels after discontinuing probiotic intake. 

S. mutans Thrives in Sucrose-dense TSB, S. mitis 
Thrives in Lactose-based Formulae 

The significant decline in pH of S. mutans over time in TSB 
compared to in the infant formula media suggests that TSB 
provided better growing conditions for S. mutans, allowing the 
organism to metabolize sugars into lactic acid at a higher rate. 

When S. mutans was cultured in both infant formula media, 
the pH actually increased slightly over time, which indicates 
S. mutans’ lack of growth in the media. This lack of growth 
observed in the infant formulae suggests that these two infant 
formulae limit the growth of S. mutans, perhaps in part due 
to lower carbohydrate concentration in the infant formulae 
compared to TSB.  

One explanation for the increasing pH of the infant formulae 
is S. mutans’ ability to produce alkali under stress (47). S. 
mutans has been shown to produce alkali by converting 

arginine into ammonia, CO2, putrescine, and ATP (34). 
The production of ATP through this agmatine deiminase 
system is a protective response against starvation, among 
other stressors (7, 34). This stress-induced ATP production 
provides energy for the starving cell. It is plausible that 
starvation caused by low carbohydrate levels in the infant 
formulae induced alkali production as a protective measure 
in S. mutans. This alkali production may have in turn caused 
the small increase in pH over the course of the incubation. 
When comparing between the two infant formula media, 
S. mutans had a lower pH in the non-probiotic formula, 
indicating that S. mutans fared better in the nonprobiotic 
formula than in the probiotic formula. The lower pH of 
the non-probiotic formula suggests that S. mutans’ growth 
was not as strictly inhibited as in the probiotic formula, 
indicating that the non-probiotic formula is less effective at 
preventing pathogenic growth.  

S. mitis’ relatively high pH in comparison to S. mutans when 
grown in TSB is another indication of the commensal’s  
low cariogenic potential, despite its shared ability to  
produce lactic acid as a metabolite like S. mutans.  
The small magnitude of the drop in pH over the course of 
the incubation in TSB (ca. 2.7%) compared to the ca. 15% 
pH drop of S. mutans shows that TSB is better suited for the 
growth of S. mutans than S. mitis. The fact that S. mitis had 
a greater pH drop over the course of the incubation when 
grown in nonprobiotic formula compared to the probiotic 
formula may indicate that S. mitis also competed with L. 
rhamnosus for resources. The presence of the probiotic L. 
rhamnosus controlled the growth of both the pathogen S. 
mutans and the commensal S. mitis, although to differing 
degrees. The probiotic inhibited the growth of the pathogen 
more strictly and allowed for more growth of the commensal. 
The manner in which the probiotic differentially affected the 
growth of the pathogen and commensal demonstrates that 
L. rhamnosus may support the establishment of a healthy 
oral microbial community by controlling the overall level of 
microbial growth while simultaneously favoring the growth 
of commensals over pathogens.   
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Relationship between CFUs and pH 

Over the course of the incubation, an increase in CFUs  
is generally accompanied by a decrease in pH.   
This simultaneous increase in cell density and acid production 
relates to the overall growth of each species. For instance,  
when S. mutans experienced an increase in CFUs between  
4-6 hr and 6-8 hr over the course of the incubation in TSB, 
 this was accompanied by a sharp decline in pH at both 
intervals. This shows the relationship between the increase in 
cell number and the increase in acid production, a byproduct 
of the organism’s metabolism. Therefore, an increase in CFUs 
and decrease in pH can be interpreted as an overall increase 
in growth rate and cellular metabolism. This pattern that 
connects CFUs to pH is mirrored in the growth of S. mitis  
in both NeuroPro and Enflora.  

Similarly, the decrease in CFUs of S. mutans grown in both 
of the infant formula media was accompanied by a slight 
increase in pH. The slow increase in pH shows that S. 
mutans was struggling to survive in these media, as there was 
no lactic acid production occurring to decrease the pH, and 
it is possible that the aforementioned agmatine deiminase 
system induced the production of alkali and ATP to cope 
with stress. This indicates that these media did not provide 
optimal growing conditions for this species to enable it to be 
a cariogenic threat. The suboptimal conditions of the infant 
formulae did not allow S. mutans to reach its full cariogenic 
potential, indicating that the infant formulae may help 
reduce the risk of developing dental caries over time.  
This pattern was more prominent in the probiotic formula, 
which provided the least optimal conditions for S. mutans 
out of all three media types, indicating that the probiotic 
formula had the best potential for both inhibiting the 
growth of the pathogen and therefore preventing it from 
producing enough lactic acid to induce tooth decay (enamel 
demineralization begins around a pH of 5.5) (37).  

Conclusions and Directions for Future Research 

The community structure of the oral microbiome is 
constructed over time, beginning during gestation and 
continuing into adulthood (1, 59). The colonization of the 
oral cavity occurs sequentially: newly introduced species are 
dependent on the species already present in the oral cavity 

(52). Since the established microbial community determines 
the species that are subsequently acquired, the state of the 
oral microbiome earlier in life shapes the trajectory of the 
microbiome later in life (59), especially since commensals and 
pathogens tend to exclude each other via competition (32). 

This study showed that a probiotic-supplemented infant 
formula (Nutramigen Enflora) was more successful at 
inhibiting the growth of the pathogen (S. mutans) than the 
non-probiotic formula (Enfamil NeuroPro). The growth of 
S. mitis was greater in the non-probiotic formula, this along 
with the additional health benefits to the gut (i.e. preventing 
infection and diseases and aiding in maintaining a healthy 
weight) conferred by the probiotic may make Nutramigen 
Enflora the preferred infant formula for overall health.  
This information may aid parents in choosing an infant 
formula for their child if breastfeeding is not a viable option 
or choice. Since the nutrition during infancy is a key factor 
in determining the structure of the oral microbiome for the 
rest of the child’s life (59), it is of parents’ great concern that 
their child is consuming the best possible nutrition source for 
supporting the healthy development of the oral microbiome.  

Although this study provides preliminary data to help 
parents in choosing an infant formula for their child if 
breastfeeding is not a viable option, it is limited in its ability 
to predict the behavior of oral microbiota in vivo.  
The health of the oral microbiome is affected by a large 
variety of influences, including internal factors such as host 
genetics (23) and external factors such as diet (29). The 
confluence of these factors works together to mold each 
individual’s unique oral microbiome community (27). 
Between 700-1,200 different species of bacteria cohabitate 
within the oral cavity of humans, alongside numerous 
fungi, archaea, and viruses that all interact with one another 
to shape the oral microbial community (15, 57). The 
commensal and pathogenic species selected for this study are 
merely representative of the hundreds of different species that 
colonize the oral cavity. Future research on other prominent 
species, such as the commensals Lactobacillus plantarum 
and Streptococcus sanguinis and other pathogens including 
Fusobacterium nucleatum and Porphyromonas gingivalis (27) 
is needed to expand the understanding of the full range of 
interspecific interactions that shape the oral microbiome. 
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In addition, there are many different kinds of infant formulae 
on the market that may differentially affect the growth of oral 
microorganisms. While this study sought to understand if 
and how one probiotic infant formula would differentially 
affect the growth of Streptococcus species compared to 
one non-probiotic infant formula of similar nutritional 
composition, there are many more brands and formulations 
of infant formula that could be studied. The two infant 
formulae used in this study were cow’s milk based, but many 
other infant formulae use alternatives such as soy or goat milk 
and have varying nutritional composition that may affect the 
growth of oral microorganisms. A variety of carbohydrates 
(i.e. dextrose, sucrose, lactose), lipids (i.e. milk fats, palm, 
coconut, & sunflower oils), and proteins (i.e. casein, whey, 
soy protein isolate) are present in different infant formulae 
(18, 43, 49). Additionally, comparing how breastmilk affects 
the growth of oral microorganisms versus infant formulae 
is of interest, as breastmilk is recognized as being superior in 
supporting a healthy microbiome over infant formulae (40). 
Therefore, comparing how different kinds of infant formulae 
compare to breastmilk in terms of supporting microbiome 
health may help parents choose an infant formula that is 
most comparable to breastmilk in that aspect.  

Finally, while this study examined the growth of oral 
microorganisms over a period of 8 hours, the oral 
microbiome is acquired sequentially over the years of 
childhood (52). Therefore, additional longitudinal studies 
are needed to capture how the community changes over 
time. One example of an important time point in the 
establishment of the oral microbiome is the eruption of the 
first tooth at ca. 6 months of age (59). The dental surface 
provides a new substrate for the colonization of the oral 
microflora and also happens to be S. mutans’ preferred 
colonization niche within the mouth. Therefore, the time 
of primary dental eruption may be a critical inflection point 
in the trajectory of the development of the oral microbiome 
(12). Therefore, a deeper understanding of factors that 
influence the oral microflora during the predentate 
and primary dental eruption stages of the infant oral 
microbiome are of great importance. 
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			   CARBOHYDRATE		  FAT			         PROTEIN		     IRON	

ENFAMIL 
NEUROPRO
 
NUTRAMIGEN 
ENFLORA 

     Lactose: 11.3 g 	 Palm olein, coconut, soy,           	       Nonfat milk, 		      1.8 mg
		               and high oleic sunflower oils: 5.3 g       Whey protein: 2 g 		   

   Corn syrup solids: 	   Palm olein, coconut, soy,                                Casein 		        1.8 mg 
   10.3 g		              and high oleic sunflower oils:  5.3 g	       hydrolysate: 2.8 g   
				  

	    

Table 2: Mean CFUs of S. mutans and S. mitis over time. Data points without standard deviation had insufficient 
replicates to calculate standard deviation.

	            Media 		    Hour 0                            Hour 2 	                Hour 4 	                  Hour 6 	                         Hour 8

  4.31x106± 6.58x106  	   2.91x106 	      3.50x106 	         1.69x107 	                 4.23x107

        5.07x106 ± 		  5.37x106±                4.87 x106±  	         1.52 x107                      3.00x105±		
         1.80x106  		   4.03x106	      2.51x106			                   6.05x104

TSB 

NeuroPro 

Enflora 

         2.40x105 	                4.02x105± 	    1.16x106± 	        9.15x104	                2.03x105±
		                  4.37x105 	     1.59x106			                  1.02x105

       2.59x107±	               1.71x107± 	    4.25x107± 	        7.89x107± 	                1.04x108 ±	    	
        2.80x107  	                1.82x106 	    6.72x107	        2.60x107	                1.57x107

       3.90x105 	               1.82x105± 	   9.30x104± 	        6.80x104 	                5.03x104±	  	
		                 1.80x105	                    1.31x104			                   4.81x104

     2.40x107 ±	             2.77x107±	                 4.42x107±	      3.35x107± 	               4.99x107± 
      5.70x107	              2.91x107	                  2.14x107 	      3.35x107	               3.50x107

Tables

Table 1: Composition of infant formulae. The nutritional composition (per 100 kcal) of the non-probiotic (Enfamil 
NeuroPro) and probiotic (Nutramigen Enflora) infant formulae.  
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Table 3: Mean pH values of S. mutans and S. mitis over time. Reported error is standard deviation of the mean (n = 3).  

	             Media 	          Hour 0       Hour 1        Hour 2        Hour 3        Hour 4 	     Hour 5        Hour 6         Hour 7       Hour 8 

TSB 

NeuroPro 

Enflora 

         7.28 ±         7.18 ± 	    7.18 ± 	          7.15 ± 	 7.11 ± 	      7.03 ±          6.88 ± 	 6.70 ± 	       6.32 ±
          0.03             0.03             0.03                0.01              0.02	        0.02             0.02 	   0.04              0.03   

        7.15 ±         7.10 ± 	   7.10 ±           7.07 ± 	 7.08 ± 	     7.08 ±          7.05 ±          7.01 ± 	      6.96 ± 
         0.01             0.01 	    0.03                0.01              0.02             0.02             0.01               0.01              0.02	

         6.6 ±         6.61 ± 	   6.60 ± 	         6.60 ± 	 6.61 ± 	      6.59 ±         6.62 ±         6.62 ± 	      6.62 ±	
         0.04             0.01              0.01               0.02               0.01             0.01             0.03             0.03               0.03

       6.69 ±        6.65 ± 	   6.63 ±  	         6.64 ±           6.64 ± 	     6.62 ±	          6.63 ±         6.59 ± 	      6.56 ±           
        0.01             0.02              0.03                0.03               0.02             0.02             0.02             0.03               0.02  

      6.69 ±         6.69 ±   	 6.68 ± 	          6.68 ±           6.70 ± 	      6.69 ±         6.72 ±         6.73 ±          6.72 ± 	
       0.01             0.01 	  0.01	           0.01                0.01	       0.01             0.00             0.01	       0.01

      6.74 ±         6.73 ±         6.73 ± 	          6.74 ±           6.72 ± 	     6.72 ±          6.72 ±         6.68 ± 	     6.66 ±
       0.01             0.00             0.01                  0.02	  0.01	       0.00             0.01             0.02              0.02 

Table 4: P-values from the independent t-tests comparing the pH of media between cultures inoculated with S. 
mutans and S. mitis at different intervals throughout the incubation. Non-normally distributed data were not included 
(denoted by nn). pH was the same for each replicate in Enflora at hour 6 (denoted by var= 0).

	               Media 		    Hour 0                            Hour 2 	                Hour 4 	                  Hour 6 	                         Hour 8

TSB 

NeuroPro 

Enflora 

	 nn 		          0.026 	              nn 	                 nn 	                    <0.001
	 nn 		            nn 		          0.029 	             0.315 		      0.033

	 nn 		            nn 		              nn 	             var=0 	                     0.003
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Supplemental Tables

Table S1: P-values from Mann-Whitney test for non-normally distributed data comparing the pH of media  
between cultures inoculated with S. mutans and S. mitis at different intervals throughout the incubation.  
Normally distributed data were not included (denoted by nd). 

	               Media 		    Hour 0                            Hour 2 	                Hour 4 	                  Hour 6 	                         Hour 8

TSB 

NeuroPro 

Enflora 

               0.077 		            nd	         	             0.164 	               0.077	                         nd

               0.077 		          0.184	               nd	                 nd	   	        nd

               0.072		         0.077	             0.077	                 nd	                        nd

Table S2: Post-hoc p-values of an ANOVA comparing the pH of TSB between time points throughout the 
incubation.  Reported post-hoc p-values from an ANOVA comparing the pH of S. mutans and S. mitis in TSB over time 
indicate if the difference in pH between time points is significant for a given species. 

	             Hour	                  0                   1                   2                   3                    4 	            5                   6                   7                   8 

0 

1 

2 

3 

4 

5 

6 

7 

8 

         0.015           0.026 	  <0.001 	      <0.001         <0.001 	   <0.001       <0.001        <0.001

    0.004 	 	                     1 	      0.45 	          0.895           0.771 	      0.015       <0.001        <0.001

    0.004 	              1 	     	       0.31 	         0.771           0.612 	      0.008       <0.001        <0.001

  <0.001          0.925            0.925 	  	          0.995 	   1 	      0.612          0.005        <0.001

  <0.001          0.049            0.049 	     0.423 	 	                    1 	      0.202        <0.001        <0.001

  <0.001        <0.001         <0.001 	  <0.001 	         0.049 	  	       0.31 	         0.002         <0.001

  <0.001        <0.001         <0.001 	  <0.001 	       <0.001        <0.001 	  	          0.202         <0.001

  <0.001        <0.001         <0.001 	  <0.001 	       <0.001        <0.001 	    <0.001 	               0.005

  <0.001        <0.001         <0.001 	 <0.001 	        <0.001        <0.001 	    <0.001       <0.001
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Table S3: Post-hoc p-values of an ANOVA comparing the pH of NeuroPro between time points throughout the 
incubation. Reported post-hoc p-values from an ANOVA comparing the pH of S. mutans and S. mitis in NeuroPro over time 
indicate if the difference in pH between time points is significant for a given species.

	             Hour	                  0                   1                   2                   3                    4 	            5                   6                   7                   8 

0 

1 

2 

3 

4 

5 

6 

7 

8 

         0.285           0.029 	    0.098 	          0.204           0.008 	     0.029 	       <0.001        <0.001 

    0.996 	 	               0.931 	    0.999 	              1                0.628 	     0.931 	          0.29             0.001

         1 	          0.985 	  	    0.999 	           0.975           0.999 	         1 	          0.285           0.019

         1 	              1 	  1 	  	              1                0.931 	     0.999 	         0.098           0.005 

         1 	              1 	  1 	        1 	  	                 0.75 	      0.975          0.044           0.002 

         1 	         0.957 	  1 	        1 	           0.996 	  	      0.999          0.628           0.066

         1 	             1 	             0.996 	        1 	              1               0.985 	  	          0.285           0.019 

    0.957 	            1 	             0.904 	    0.985 	           0.996          0.825 	         1 	                                0.855 

    0.957 	            1 	             0.904 	    0.985 	           0.996          0.825 	         1 	              1 

S4: Post-hoc p-values of an ANOVA comparing the pH of Enfamil between time points throughout the incubation. 
Reported post-hoc p-values from an ANOVA comparing the pH of S. mutans and S. mitis in Enflora over time indicate if the   
difference in pH between time points is significant for a given species. 

	             Hour	                  0                   1                   2                   3                    4 	            5                   6                   7                   8 

0 

1 

2 

3 

4 

5 

6 

7 

8 

         0.791           0.559 	    0.995 	          0.337 	 0.18 	      0.088        <0.001       <0.001 

         1 	                                     1              0.995 	         0.995            0.946            0.791        <0.001       <0.001 

     0.977          0.821 	  	    0.946 	               1                0.995 	       0.946         0.002        <0.001 

         1 	          0.977 	    1 	  	          0.791            0.559 	       0.337       <0.001       <0.001 

      0.527         0.821 	 0.11 	    0.263 	                                    1                  0.995         0.003        <0.001 

     0.977              1               0.527 	    0.821 	          0.977 	  	           1 	          0.008        <0.001 

     0.002         0.005          <0.001 	  <0.001 	          0.11              0.015 	  	          0.018        <0.001 

   <0.001      <0.001         <0.001 	  <0.001 	         0.015            0.002 	      0.977 	              0.337 

   <0.001        0.002          <0.001 	 <0.001 	          0.041             0.005 	           1 	              1
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Abstract:
Antibiotics are commonly overprescribed or taken 
incorrectly, which has resulted in an alarming increase of 
antibiotic-resistant bacteria. One potential solution to 
combat this problem is administering multiple antibiotics 
together to achieve antibiotic synergy; when two or more 
antibiotics work together to increase antibacterial efficacy. 
When considering potential synergistic combinations of 
antibiotics, one possibility is to utilize antibacterial plant 
extracts in addition to common antibiotics. The goal of our 
research was to compare the antibacterial properties of the 
Chinese medicinal plant bitter melon (Momordica charantia) 
and four common antibiotics alone or in combination 
with bitter melon against Micrococcus luteus, Pseudomonas 
putida, and Escherichia coli. We hypothesized that combining 
the antibiotics with bitter melon extract would result in 
increased antibacterial effects against one or more bacterial 
strains. Oil from dried bitter melon was prepared using the 
Soxhlet extraction method. Antibacterial properties of bitter 
melon extract and carbenicillin, streptomycin, colistin, and 
tetracycline alone or in combination with the extract were 
determined by performing disk diffusion assays. Diameters 
of the resulting zones of inhibition for the two treatments 
were measured and analyzed for statistical significance by 
performing a two-tailed, paired sample t-test using Rguroo. 
We found that bitter melon extract individually had little to 
no antibacterial effect against any of the organisms tested. 
Interestingly however, combining bitter melon extract with 
common antibiotics resulted in synergistic effects in some 
cases, as well as one example of antibiotic antagonism.  
These results demonstrate that plant-derived extracts can 
enhance the antibacterial effects of commonly prescribed 
antibiotics if paired correctly.
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Introduction

The injudicious prescription and use of antibiotics 
creates selective pressure for bacteria to evolve resistance. 
According to the Centers for Disease Control and 
Prevention, each year over 2.8 million people are infected 
with antibiotic-resistant bacteria (4).  In the United States 
alone, a person acquires an antibiotic- resistant infection 
every 11 seconds, while every 15 minutes someone dies 
from such an infection (4). This startling statistic can be 
attributed in part to the fact that nearly one-third of the 
antibiotics prescribed are not appropriate for the conditions 
being treated. The continuous misuse of readily available 
conventional antibiotics is proving to be a catalyst for the 
persistence, evolution and spread of antibiotic resistance. 
This severely limits the efficacy of antibiotics that were 
once used to treat life threatening bacterial infections and 
is now resulting in increased hospitalization rates and even 
deaths due to the rise in resistance. In turn, this leads to 
the requirement for heavier dosages and new antibiotic 
drugs to treat infections that were once readily treatable (4). 
Health care professionals, scientists and the public must do 
their part in combating this growing problem as antibiotic 
resistance is evolving into a serious threat to the human 
healthcare field globally.

One potential solution to combat the rising number 
of antibiotic-resistant strains is administering multiple 
antibiotics together to achieve antibacterial synergy. If an 
antibiotic demonstrates stronger antibacterial effects in 
combination with another antibiotic rather than when 
used alone, the combination treatment can be deemed 
synergistic. Alternatively, antibiotic antagonism occurs 
when the overall antibiotic efficacy of two or more 
antibiotics administered together is decreased relative to 
the effects of each when used alone (1). Combining extracts 
from plants with commonly prescribed antibiotics is one 
possible way to achieve antibacterial synergy. Plant-derived 
compounds can exhibit a direct antibacterial activity as 
well as indirect activity as antibiotic resistance modifying 
compounds that, when combined with antibiotics, 
can potentially increase their efficacy (13). The organic 
compounds in plants are referred to as biologically active 
substances and include phenolic compounds, terpenes, and 

alkaloids. These substances can be isolated into crude extracts, 
some of which have prominent antibacterial activity (13). 

In this study, we tested the antibacterial properties of 
an organic extract prepared from the Chinese medicinal 
plant bitter melon (Momordica charantia) alone and in 
combination with commonly prescribed antibiotics.  
While this is not the first investigation of the antibacterial 
properties of bitter melon, to our knowledge this is the first 
study in which antibiotic synergy was tested between bitter 
melon and antibiotics. We hypothesized that bitter melon 
would itself have antibacterial properties against one or more 
organisms, as well as a synergistic effect with at least some of 
the common antibiotics tested. 

Materials and Methods

Bacterial Strains and Growth Conditions

Escherichia coli, Micrococcus luteus, and Pseudomonas putida 
were tested in order to compare antibiotic efficacy against 
a variety of organisms. All of these organisms meet the 
current biosafety guidelines for Curry College in that all are 
designated BSL-1, in addition to being clinically relevant 
organisms. Bacterial cells were suspended in Luria-Bertani 
(LB, Miller) or Mueller-Hinton broth and incubated with 
continuous shaking at 225 rpm, or grown on solid agar plates 
of the same media. E. coli and M. luteus were incubated at    
37 ºC, while P. putida was grown at a temperature of 30 ºC.

Media preparation

LB (Miller) broth and agar (Fisher) used for routine 
growth of bacterial strains was prepared according to the 
manufacturer’s instructions. Mueller-Hinton broth and agar 
(Fisher) used for the antibacterial susceptibility assays was 
prepared according to the manufacturer’s instructions. Broth 
was stored at room temperature (68-72 ºF), while plates were 
stored at 4 ºC.

Preparation of Antibiotic Solutions

The following common antibiotics were tested against 
each organism: carbenicillin, streptomycin, colistin, and 
tetracycline. Antibiotics were obtained from Midwest 
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Scientific (MidSci) and prepared by dissolving the antibiotic 
powder in molecular grade water (Invitrogen) or 70% ethanol 
(Fisher) for tetracycline, and then aseptically passing the 
sample through a 0.22 μm filter (Whatman) using a 10 
mL syringe (Fisher). Antibiotic solutions were prepared in 
the following stock concentrations: carbenicillin (100 μg/
μL), streptomycin (10 μg/μL), colistin (30 μg/μL), and 
tetracycline (30 μg/μL).

Preparation of Bitter Melon Extract

Oil from bitter melon (Momordica charantia) was extracted 
using the Soxhlet method, following a previously developed 
protocol (19). The bitter melon was purchased at Kam Man 
Supermarket (Quincy, MA), cut up, then dried in the oven 
at 200 ºF overnight. 12.45 g of bitter melon was extracted in 
250 mL of 80% ethanol and subsequently concentrated by 
boiling off the ethanol to a final volume of 9 mL.

Disk Diffusion Assays

Disk diffusion assays were performed according to a 
previously published protocol (7). Briefly, bacteria were 
grown in an overnight culture in the appropriate conditions 
for the bacteria as described. The next morning, cultures 
were diluted to an OD600 of 0.05 and swabbed as a lawn on a 
Mueller-Hinton agar plate, swabbing the entire surface area 
of each plate three times to ensure complete coverage. Then 
each antibiotic, bitter melon extract, or combination was 
tested by gently placing 6mm paper disks (ThermoScientific 
Oxoid blank disks) containing the appropriate antibiotic 
solution in the center of each plate using sterilized forceps. 

To prepare the disks, 20 μL of antibiotic stock solution, 
extract, or control (molecular grade water, 70% ethanol, 
or 80% ethanol) was aseptically pipetted onto each disk 
tested, and then allowed to dry in sterile conditions for 
approximately one hour. For disks with both common 
antibiotic and bitter melon extract, 20 μL of the common 
antibiotic solution (or water/70% ethanol as control) was 
first pipetted onto the disk, and then allowed to dry for ~1 
hour. Then, 20 μL of bitter melon extract (or 80% ethanol 
as control) was pipetted onto the disk, and the disk was dried 
for an additional ~1 hour. Plates were wrapped individually 
in parafilm, and incubated overnight (~16-24 hours) at 

the preferred growth temperatures for each organism as 
described. Four to six replicates were performed for each 
control, antibiotic, bitter melon extract, or combination 
tested against all three organisms.

Data Analysis

After overnight growth, the diameter of the zone of 
inhibition (ZoI), or area resulting in no observable bacterial 
growth, was measured in millimeters using a ruler and 
recorded. Average (mean) ZoI diameters were calculated for 
all replicates along with standard error of the mean to analyze 
variance in the data.

Data were then categorized by each different organism 
and further by each common antibiotic tested. The ZoI 
measurements for each replicate of the common antibiotic 
alone was included, along with the measurements for the 
same common antibiotic tested in combination with bitter 
melon extract. Each spreadsheet was uploaded into the 
statistical analysis program Rguroo (22). A mean inference 
analysis between two populations (with population 1 as the 
common antibiotic ZoI diameters and population 2 as the 
same common antibiotic tested with bitter melon extract) 
was selected in order to perform a two-tailed, paired sample 
t-test evaluating the difference between each population 
mean and generate p-values. Unequal variance was assumed 
when performing all t-tests. Tests for normality of each 
dataset were also performed.

Results:

Bitter melon extract alone has little to no effect at 
preventing bacterial growth 

Since our research aimed to test whether or not bitter melon 
extract enhances the antibacterial properties of commonly 
prescribed antibiotics, we first tested the efficacy of four 
different common antibiotics (carbenicillin, streptomycin, 
colistin, and tetracycline) at preventing growth of E. coli, P. 
putida, and M. luteus by setting up disk diffusion assays.  
For each organism tested, four to six replicates were 
performed. Controls were also tested for all three organisms 
by soaking disks in either molecular grade water or 70% 
ethanol. None of the control disks produced a zone 
of inhibition. Table 1 shows the average ZoI diameter 
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measurements for all antibiotics tested for E. coli, P. putida, 
and M. luteus, respectively. Unsurprisingly, while different 
antibiotics demonstrated varying degrees of efficacy against 
each organism, all were at least somewhat effective at 
preventing growth and resulted in a ZoI surrounding the 
antibiotic-soaked paper disk. 

Next, we performed disk diffusion assays on the same three 
organisms using disks soaked with bitter melon extract or 
control disks soaked in 80% ethanol, the solvent used to 
prepare the bitter melon extract. Bitter melon extract had 
no effect at preventing growth of either E. coli or P. putida, 

since no ZoI was found around the paper disks (Reported as 
“0 mm” in Table 1). Bitter melon had only a small effect at 
preventing the growth of M. luteus, resulting in an average 
ZoI diameter of 5 mm (Table 1). All commonly prescribed 
antibiotics tested against M. luteus were found to produce 
a substantially greater average ZoI diameter than bitter 
melon, ranging from 22.1 mm for colistin to 47.25 mm 
for tetracycline (Table 1). As before, none of the control 
disks soaked in 80% ethanol as the control for bitter melon 
produced a ZoI. 

 

	        E. coli			          P. putida	   	                       M. luteus
Antibiotics: Average Zol

diameter (mm):
Standard Error of

the Mean:
Average Zol

diameter (mm):
Standard Error of

the Mean:
Average Zol

diameter (mm):
Standard Error of

the Mean:

Carbenicillin

Streptomycin

Colistin

Tetracycline

Bitter melon

31.25

18.77

21.4

40

0

1.4930

1.2925

1.7709

2.1909

0

25.2

18.15

19.6

23.35

0

1.5979

0.2872

0.9055

1.0874

0

41.45

33.45

22.1

47.25

5

1.3525

1.8715

0.1291

2.2867

2.8868

Bitter melon extract used in combination with 
commonly prescribed antibiotics influences their 
antibacterial efficacy

Although bitter melon extract itself had minimal to no  
effect against the three bacterial strains tested, we decided 
to test whether bitter melon extract could enhance the 
antibacterial properties of any of the four commonly 
prescribed antibiotics when used in combination.  
Disks for the combination disk diffusion assays were 

prepared by first soaking with 20 μL of the common 
antibiotic solution (carbenicillin, streptomycin, colistin, and 
tetracycline). Once dry, the same disk was then soaked in an 
additional 20 μL of bitter melon extract and set out to dry 
completely in a sterile environment. Control disks were also 
prepared and consistently resulted in no ZoI.

Table 1. Zone of inhibition measurements for antibiotics and bitter melon extract tested alone against E. coli, P. putida, and M. luteus. The zone of 

inhibition (ZoI) diameter measurements (in mm) for each common antibiotic tested (carbenicillin, streptomycin, colistin, and tetracycline, respectively) 

or for bitter melon extract are reported here. For each antimicrobial substance tested, a total of four to six replicates were performed. The average zone of 

inhibition diameter was calculated from all replicates performed, and the standard error of the mean was calculated as a relative measure of how consistent 

the measurements were. 
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For E. coli, all four commonly prescribed antibiotics 
tested in combination with bitter melon extract showed 
enhanced ability to prevent bacterial growth. The most 
striking difference was for streptomycin, as the ZoI diameter 
more than doubled with the combination resulting in an 
average ZoI of 40 mm relative to the 18.76 mm observed for 
streptomycin alone (Figure 1).

Interestingly, bitter melon extract used in combination with 
commonly prescribed antibiotics did not always result in 
enhanced antibacterial properties. For P. putida, bitter melon 
extract actually decreased the average ZoI diameter from 
25.2 mm to 19.55 mm when tested in combination with 
carbenicillin (Figure 2). The antibiotic effects of the other 
three antibiotics against P. putida, however, were enhanced 
when combined with bitter melon extract. The most striking 
enhancement was for colistin, which increased from an 
average ZoI diameter of 19.6 mm for colistin alone compared 
to an average of 33.65 mm for the combination (Figure 2). 
When tested for efficacy at inhibiting M. luteus growth, bitter 

melon extract combined with carbenicillin showed only a 
modest increase in the average ZoI diameter from 41.45 mm 
to 49 mm (Figure 3). All other combinations resulted in 
either the same effect against M. luteus growth or a decreased 
effect against M. luteus growth (Figure 3).

Antibacterial synergy between bitter melon extract and 
some commonly prescribed antibiotics  is statistically 
significant

Since our data suggested that bitter melon extract can 
influence the antibacterial properties of the commonly 
prescribed antibiotics tested, our final goal was to determine 
whether the differences observed between the average ZoI 
for the common antibiotics alone compared to those for the 
combinations with bitter melon extract were statistically 
significant. To determine this, the raw data derived from 
the disk diffusion assay ZoI measurements was compiled 
in an excel spreadsheet and categorized by each bacterial 
species and common antibiotic. The data for each replicate 
was included, and each spreadsheet was uploaded into the 

Figure 1. E. coli average zone of inhibition statistical analysis between common antibiotics alone and in combination with bitter melon extract. The average 

diameter (in mm) of the zones of inhibition produced in the disk diffusion assays by each common antibiotic or common antibiotic combined with bitter 

melon extract are represented by the black and grey columns, respectively. Average diameters were calculated from the four to six replicates performed for each 

assay. Error bars represent the + and - values for standard error of the mean. A t-test was performed (with an assumption of unequal variance) to calculate the 

difference between the mean values for common antibiotic tested alone or in combination with bitter melon extract; those resulting in statistically significant 

p-values are indicated with asterisks (* indicates a p-value of <0.05, and *** indicates a p-value of <0.001). The t-test for carbenicillin resulted in a p-value of 

0.0295; for streptomycin, 0.0004; for colistin, 0.0002; and for tetracycline, 0.3106.
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Figure 2. P. putida average zone of inhibition statistical analysis between common antibiotics alone and in combination with bitter melon extract. | 

The average diameter (in mm) of the zones of inhibition produced in the disk diffusion assays by each common antibiotic or common antibiotic combined 

with bitter melon extract are represented by the black and grey columns, respectively. Average diameters were calculated from the four to six replicates 

performed for each assay. Error bars represent the + and - values for standard error of the mean. A t-test was performed (with an assumption of unequal 

variance) to calculate the difference between the mean values for common antibiotic tested alone or in combination with bitter melon extract; those 

resulting in statistically significant p-values are indicated with asterisks (* indicates a p-value of <0.05, and *** indicates a p-value of <0.001). The t-test for 

carbenicillin resulted in a p-value of 0.0296; for streptomycin, 0.1386; for colistin, 0.0001; and for tetracycline, 0.0212.

Figure 3. M. luteus average zone of inhibition statistical analysis between common antibiotics alone and in combination with bitter melon extract.  

The average diameter (in mm) of the zones of inhibition produced in the disk diffusion assays by each common antibiotic or common antibiotic combined 

with bitter melon extract are represented by the black and grey columns, respectively. Average diameters were calculated from the four to six replicates 

performed for each assay. Error bars represent the + and - values for standard error of the mean. A t-test was performed (with an assumption of unequal 

variance) to calculate the difference between the mean values for common antibiotic tested alone or in combination with bitter melon extract; those result-

ing in statistically significant p-values are indicated with asterisks (** indicates a p-value of <0.01). The t-test for carbenicillin resulted in a p-value of 0.0068; 

for streptomycin, 0.1002; for colistin, 0.1284; and for tetracycline, 0.9333.



 Vol 8  I  81 

statistical analysis program Rguroo (22). A mean inference 
analysis between two populations (average common 
antibiotic ZoI diameter relative to the average diameter for 
each tested with bitter melon extract) was used to perform 
a t-test evaluating the difference between each population 
mean and generate p-values (Figures 1, 2, and 3). 

For all organisms and antibiotics tested, data was highly 
repeatable with relatively low variance as measured by 
standard error of the mean (Table 1, Figures 1, 2, and 3). 
Despite the low observed variance, t-tests were performed 
with an assumption of unequal variance, which allowed 
for a more rigorous comparison. A test for normality of 
each dataset was also performed in Rguroo, with each set of 
replicates found to be normally distributed (22).

The data for E. coli show that there is a statistically significant 
difference between the mean ZoI diameter for the common 
antibiotics carbenicillin, streptomycin, and colistin alone 
relative to the mean ZoI diameter for each of these combined 
with bitter melon extract, with p-values of 0.0295, 0.0004, 
and 0.0001, respectively (Figure 1). For P. putida, bitter 
melon extract was found to significantly increase the mean 
ZoI diameter of colistin and tetracycline relative to the 
common antibiotics alone, with p-values of 0.0001 and 
0.0212, respectively (Figure 2). On the other hand, bitter 
melon extract combined with carbenicillin when tested 
against P. putida resulted in a significantly smaller average 
ZoI diameter compared to carbenicillin alone, with a p-value 
of 0.0296 (Figure 2). For M. luteus, bitter melon extract 
only significantly increased the mean ZoI diameter when 
combined carbenicillin, with a p-value of 0.0068 (Figure 3). 

Discussion:

The extensive use of antibiotics in healthcare has led to a 
dramatic rise in antibiotic resistance and requires immediate 
action. The development and discovery of new drugs to treat 
such resistant infections has risen to be the top priority of 
the World Health Organization (WHO) (23, 25). It is critical 
to test new antibiotic combinations in order to treat a wider 
range of pathogens. The goal of our research was to test the 
antibacterial properties of bitter melon extract alone and in 
combination with four commonly prescribed antibiotics 
(carbenicillin, streptomycin, colistin, and tetracycline) against 

three different bacterial species: E. coli, P. putida, and M. 
luteus. The disk diffusion data show that bitter melon alone 
had little to no antibacterial properties when tested against 
the bacteria individually (Table 1). However, when tested 
in combination with the common antibiotics, there were in 
some cases significant effects on the efficacy of the antibacterial 
properties (Figures 1, 2, and 3). The data primarily showed a 
statistically significant enhancement in the antibacterial activity 
of the common antibiotics (i.e. antibacterial synergy), but also 
one example of antibacterial antagonism. 

In this study, we aimed to test a broad range of organisms to 
explore differences in the potential synergistic or antagonistic 
effects of bitter melon extract.  Although the three organisms 
selected are all Biosafety Level 1 organisms, all have important 
clinical relevance. E. coli is a Gram-negative bacterium that 
is resistant to many prescribed antibiotics (18). One study 
found that the rate of adaptive mutations in E. coli is about 
10-5 per genome per generation, which is 1000 times higher 
than previous estimates (18). These antibiotic-resistant E. coli 
strains are passed on, often carrying multiple drug resistant 
plasmids that can easily transfer to other organisms (20). 
M. luteus is a Gram-positive organism that is detected as a 
commensal organism in the mucous membrane as well as 
in soil and water (27). Although M. luteus is described as 
low virulence, the bacterium can become pathogenic under 
certain conditions (5). P. putida is found in soil and water 
and has been reported as an opportunistic pathogen that 
can occasionally cause hospital-acquired infections (11, 12). 
Strains of this species are known to exhibit resistance to many 
antibiotics through the presence of plasmids that encode 
antibiotic resistance factors (12).

Carbenicillin, streptomycin, colistin, and tetracycline 
were the common antibiotics chosen to test in our study. 
Carbenicillin is an antibiotic among the semisynthetic 
penicillin group and is used to treat illnesses such as bladder 
infections. It has Gram-negative coverage but limited 
Gram-positive coverage (17). Streptomycin is an antibiotic 
that is commonly used to treat aerobic Gram-negative 
bacterial infections such as tuberculosis. The original wide 
spectrum of activity exhibited by streptomycin against both 
Gram-negative and Gram-positive bacteria has severely 
decreased due to the rise of antibiotic resistance; commonly 
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to Enterobacteriaceae such as E. coli (24). Colistin is a 
polymyxin “last line” antibiotic used to treat infections 
caused by multi-drug resistant Gram-negative bacteria such 
as P. aeruginosa. Being a “last line” antibiotic, this means 
there are no other novel antibiotics to treat such infections 
and research for an alternative treatment is crucial (16). 
Tetracycline is a protein synthesis inhibitor antibiotic that 
is used to manage and treat bacterial infections. Originally 
tetracycline showed antibacterial activity against most 
medically relevant aerobic and anaerobic bacteria, both 
Gram-positive and Gram-negative (21). 

Many plants used in Chinese traditional medicine have 
been shown to have antibacterial properties. In one study, 
essential oils prepared from 21 different plants were all found 
to have at least some degree of antibacterial activity against 
10 Pseudomonas species tested, with oil from Cinnamomum 
zeylanicum displaying the highest inhibitory effect (9). 
In another study, berberine, an alkaloid derived from 
goldenseal (Hydrastis canadensis) was itself found to have 
antibacterial activity against Staphylococcus aureus. Flavonoids 
isolated from a different part of the plant were found to 
have a synergistic effect on berberine efficacy despite having 
no inherent antibacterial effect when used individually 
(8). Previous studies have explored the various biological 
activities of bitter melon such as antiviral, antioxidant, and 
antibacterial components (3, 6, 15, 26). For example, one 
study determined that essential oils of bitter melon have 
significant inhibitory effects on S. aureus growth, as well as 
significant antibacterial activity against several other bacteria 
including Pseudomonas multocida,  Salmonella typhi, and  
Staphylococcus epidermidis(6).  Bitter melon pulp extract 
also was proven to have a broader spectrum of antibacterial 
activity against E. coli, Staphylococcus, and Pseudomonas 
(6). In addition to plant-derived compounds themselves 
exhibiting antibacterial properties, many plant extracts have 
been shown to have synergistic effects with antibiotics, thus 
warranting our research (8, 13).

As we expected, all commonly prescribed antibiotics tested 
had at least some effect at inhibiting the growth of each 
bacterial species tested (Table 1). It was also unsurprising 
that the efficacy of each antibiotic tested varied depending on 
the organism. For example, ZoIs for P. putida were typically 

smaller for all antibiotics tested. Pseudomonas species 
are known for their high degree of intrinsic antibacterial 
resistance, which can account for this observation (14). 
Bitter melon extract tested alone had no effect against either 
E. coli or P. putida, and only a very minimal effect against 
M. luteus (Table 1). We found this result surprising given 
that previous research has shown antibacterial activity of 
bitter melon against some microorganisms, including E. coli 
and Pseudomonas species (6). Differences in bitter melon’s 
antibacterial activity however, have been observed depending 
on which part of the plant was tested (i.e. seeds, leaves, fruit), 
and whether mature or immature plants were tested (15, 26). 
It is thus possible that by using the entire plant, antibacterial 
properties were diluted out and not detected in our assays. 
It is also possible that differences in the methodology and 
solvent used for extraction of oils as well as the amount of 
plant used and extent to which the oils were concentrated 
account for the lack of antibacterial activity we observed.

Although bitter melon extract had little to no antibacterial 
activity against the strains tested when applied individually 
to paper disks, we nonetheless decided to test whether bitter 
melon could enhance the antibacterial activity of any of 
the four commonly prescribed antibiotics tested (Figures 
1, 2, and 3). While most studies that assay for synergistic 
combinations of antibacterials test two or more compounds 
that have antibacterial activity individually, a study by 
Junio et al. (2011) found that some compounds can have 
synergistic effects on other antibacterials without themselves 
having any direct antibacterial properties (8). Interestingly, 
our results do suggest that bitter melon extract can have 
indirect effects on some of the antibiotics tested, when used 
against specific organisms. For E. coli, bitter melon extract 
significantly increased the ZoI size when used in combination 
with carbenicillin, streptomycin, and colistin, compared 
to each of these antibiotics administered alone (Figure 1). 
For P. putida, statistically significant enhancement in ZoI 
size for antibiotics used in combination with bitter melon 
extract was seen for colistin and tetracycline (Figure 2). For 
M. luteus, significant enhancement of growth inhibition 
was seen when bitter melon extract was used in combination 
with carbenicillin, compared to carbenicillin alone (Figure 
3). This suggests that bitter melon extract has bioactive 
components that work synergistically in combination with 
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commonly prescribed antibiotics, when used against certain 
microorganisms. Of note, we did find one potentially 
antagonistic combination, as carbenicillin combined with 
bitter melon extract resulted in less inhibition of P. putida 
growth than carbenicillin alone (Figure 2). 

Our finding of significant antibiotic synergy between colistin 
and bitter melon extract when used against P. putida is of 
particular interest. Colistin is commonly used as a “last 
line” antibiotic to treat multidrug- resistant Pseudomonas 
aeruginosa infections, but resistance to colistin has been 
steadily increasing over the years (10). If our results are 
found to be repeatable when tested against P. aeruginosa, 
this synergistic combination could provide another potential 
avenue for treatment of these deadly infections. Testing for 
synergistic antibiotic combinations to treat P. aeruginosa 
is already underway. For example, the combination of 
streptomycin and cefadroxil were reported to be synergistic 
against Pseudomonas aeruginosa isolates in vitro when 
compared to the effects of each of these antibiotics alone 
(2). Further testing will be the key to determining which 
combinations work best in vivo, when treating patients.

On the other hand, our result of an antagonistic effect of 
bitter melon extract when used with carbenicillin relative to 
carbenicillin used alone against P. putida is also noteworthy. 
Since carbenicillin is a commonly prescribed antibiotic for 
Gram-negative pathogens such as Pseudomonas species, it 
is important to be aware of the limitations of combination 
treatments and have a thorough understanding of both 
synergistic and antagonistic combinations in order to 
optimize treatment outcomes (1, 17). Antibiotic antagonism 
is not unexpected when combining antibiotics. For example, 
Murray and colleagues found that treating P. aeruginosa 
first with low concentrations of polymyxin B resulted in its 
decreased antibiotic susceptibility when later exposed to 
gentamicin, neomycin, tobramycin, or ciprofloxacin (14).  
It is therefore critical that combinations of antibiotics are 
tested prior to use either combinatorially or subsequently to 
avoid the possibility of antagonistic effects such as this.

Our research presents a possible solution to combat the 
growing problem of antibiotic resistance. Although the 
results of our study are preliminary, they contribute to 

the foundational understanding necessary for future 
advancements in furthering the discovery of synergistic 
antibiotic combinations. Future directions of this work 
include repeating assays using isolated and purified 
components of bitter melon. Bitter melon has many 
phytochemicals with antioxidant, anti-inflammatory, and 
antibacterial properties (3, 15). Further research on the 
efficacy of bitter melon’s antibacterial properties when 
used either alone or combinatorially should thus be done 
through fractionation and chromatography assays, as well 
as minimum inhibitory concentration analysis (MIC). 
Ultimately, our findings will need to be tested using in vivo 
models and with physiologically relevant concentrations 
of antibiotics and purified bitter melon components. In 
conclusion, the findings of this research give one potential 
solution to help combat the drastic increase in antibiotic-
resistant pathogens that are threatening our global healthcare.
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ABSTRACT
Plastic pollution is one of the largest problems globally, with 
polyethylene terephthalate (PET) plastic as one of the main 
sources. Effective depolymerization of PET to its monomers 
for upcycling is a challenge. PETase is reported to be an 
effective enzyme for biodegradation of PET via C-O bond 
cleavage of ester linkage. The role of the disulfide bond,  
present in PETase’s active site sequence, is unknown in the 
cleavage of PET’s ester linkage. To understand the role of 
this bond, two separate versions of PETase – one containing 
the disulfide bond, and the other without the disulfide bond 
- were modeled using PyMol™, synthesized, and tested for 
degradation of PET surrogate compound, bis (2-hydroxyethyl) 
terephthalate (BHET). Several experiments were performed 
in the presence and absence of phenylmethylsulfonyl fluoride 
(PMSF), a serine protease. The results reveal that the role of 
the disulfide bond in the degradation of BHET’s ester linkage 
is insignificant and the variation in the results (ethylene glycol 
yields, BHET degradation per microgram of enzyme) are 
within the experimental uncertainty. This finding is a  
stepping-stone to further modifying PETase and improving 
its activity towards commercial adaption of this technology 
for PET upcycling and creating a circular carbon economy, 
improving the world’s carbon footprint, and mitigating  
ocean and environmental plastic pollution.
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Introduction

Polyethylene terephthalate (PET) is one of the most common 
consumer plastics, which has a variety of uses ranging from 
plastic water bottles to polyester clothing items.(Paydar & 
Olfati, 2018) In 2013, the worldwide production of plastic 
was 299 million metric tons.(Chen et al., 2018) By 2015, the 
worldwide production had reached 322 million metric tons 
per year, and this amount will continue to increase. Despite 
plastic’s versatile uses, it is also an environmentally hazardous 
substance because it does not biodegrade in natural 
ecosystems.(Chen et al., 2018) 

A small fraction of post-consumed plastics is currently 
recycled, mostly by physical recycling. Physical recycling refers 
to the process of melting and then re-shaping the plastic into 
new consumer products. For example, waste PET plastic 
bottles can be melted to make polyester carpeting.(Tullo, 
2019) This method of recycling introduces impurities, 
ultimately reducing its quality and value. As a result of 
these challenges, only 18.4% of PET is recycled annually.
(Tullo, 2019) All large-scale PET recycling today is physical 
recycling, and due to the lower quality end product, most 
manufacturers produce new PET from monomers, derived 
from crude oil, to meet the market demand.

Chemical recycling of PET plastic is now being explored as an 
alternative. It involves degradation of PET into its constituent 
monomers, ethylene glycol (EG) and terephthalic acid (TPA) 
(Scheme 1). The produced monomers can be chemically 
re-bonded to form PET plastic of the same caliber as new 
PET. This advantage makes chemical recycling preferable to 
physical recycling. Chemical recycling is not used in large-scale 
facilities due to the lack of an effective technology as well as use 

of corrosive chemicals such as sodium hydroxide, and harsh 
reaction conditions (e.g., high pressure requiring expensive 
reactors).(Khoonkari et al., 2015) 

Glycolysis is the most efficient method of depolymerizing 
PET,(Khoonkari et al., 2015) which is done at high 
temperature (180°C to 240 °C).(Khoonkari et al., 2015) 
Ionic liquids such as 1-butyl-3-methylimidazolium bromide 
([bmim] Br) have been used as catalysts for PET glycolysis. 
Wang et al. used [bmim] Br to degrade 100% of PET in 
8 hours at 180 °C.(Khoonkari et al., 2015) This reaction 
depolymerized long ester chain of PET into short chain 
ester intermediates and did not fully degrade to produce 
desired EG and TPA. 

Despite glycolysis showing high depolymerization yields, 
because it does not totally degrade PET, and necessitates 
high energy (up to 240 °C), more energy efficient and 
effective alternative methods have been explored for 
chemical recycling of PET. 

One such method is enzymatic degradation of PET.(Kawai 
et al., 2020; Taniguchi et al., 2019) This method reduces the 
activation energy of the reaction, requires no pressure, and 
involves equipment which is inexpensive and commonly 
available. Enzymatic degradation of PET film was first 
accomplished by Muller in 2005.(Kawai et al., 2019; Müller 
et al., 2005) Their method depolymerized two kinds of PET 
films by approximately 40–50% at 55 °C in 3 weeks using 
cutinase obtained from the bacterium Thermobifida fusca.
(Kawai et al., 2019; Müller et al., 2005) Since then, several 
thermostable cutinases have been discovered with an ability 

Scheme 1. PET breakdown to terephthalic acid (TPA) and ethylene glycol (EG).
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to break down PET film,(Furukawa et al., 2019; Ribitsch et 
al., 2012) but their degradation rates for PET are lower than 
that with cutin.

Recently, a Gram-negative bacterium, Ideonella sakaiensis 
201-F6 was isolated that can consume PET as an energy and 
carbon source to survive.(Yoshida et al., 2016) Research 
revealed that this bacterium contains the enzyme, PETase, 
which can biodegrade PET into mono(ethylene terephthalate 
(MHET) and (bis(2-hydroxyethyl) terephthalate) (BHET). 
MHET and BHET are then hydrolyzed into EG and TPA.
(Yoshida et al., 2016)  200 nM of wild type PETase enzyme 
was found to degrade 3.7 mg/L of PET at 30 °C over the 
course of 72 hours.(Seo et al., 2019) When compared with 
PET degradation activity of all reported enzymes, PETase 
demonstrated the best performance (Table 1).

PETase’s active site is composed of a serine-histidine-
asparagine (Ser-His-Asp) triad, which is one of the most 
commonly studied catalytic triads, and is often found in 
ɑ/β hydrolases.(Jones & Solomon, 2015; Rauwerdink & 
Kazlauskas, 2015) It catalyzes a redox reaction to break the 
ester bond in PET.(Yoshida et al., 2016) The redox process 
is initiated when asparagine removes a hydrogen atom from 
histidine; thus, effectively removing a proton and an electron. 
The histidine then replaces its hydrogen by taking a proton 
and an electron from serine, creating a nucleophile.(Yoshida 
et al., 2016) The Ser-His-Asp triad removes an electron 
from the oxygen atom of PET’s ester linkage and passes the 
electron to serine.(Yoshida et al., 2016) Then this oxygen 
atom takes an electron from its neighboring atom, making 
a free radical on the  carbon atom, and weakens the C-O 
bond of the ester linkage. This results in cleavage of the ester 
linkage and complete the redox cycle. The extra electron 
gained by asparagine at the beginning of the reaction is given 
to O2, an electron acceptor, resulting in formation of two 
molecules of H2O. 

PETase does not degrade PET film at a rate  high enough 
to be utilized in recycling facilities. Commercial adaptation 
of this process would need much higher degradation rate.
(O’Brien, 2019) In 2018, Austin et al. modified wild type 
PETase and improved the activity of the modified PETase to 

2.5 times the wild type.(Ma et al., 2018) In the modification 
process, width of the active site cleft of the modified 
PETase was lowered through mutagenesis of two amino 
acids (phenylalanine and serine). The results indicated that 
specificity of the active site caused by a narrower cleft allows 
the substrate (PET) to better interact with the enzyme.
(Austin et al., 2018) While other enzymes (e.g., cutinases) 
have already been perfected by nature because of their long 
existence, PETase, a recently developed enzyme, can be 
further modified through appropriate protein design.

Ma et al. also modified wild type PETase.  In their 
modification, hydrophobicity was increased near the active 
site of the enzyme through mutagenesis under the hypothesis 
that hydrophobicity would increase PET degradation. This 
modification led to a 15-fold increase in degradation of PET 
as compared to the wild-type PETase.(Ma et al., 2018) 

Although significant achievements have been made by 
researchers in improving wild type PETase’s activity, more 
research is necessary in developing enzymes with higher 
thermostability, and better degradation capability, enabling 
their utilization for PET recycling by waste management 
facilities and chemical industries. To develop PETase for 
effective degradation of ester linkages, the following section 
summarizes desirable features, e.g. Isoelectric point, amino 
acid sequence, thermostability etc. of modified PETase. 

PETase shares 52% sequence identity with T. fusca cutinase, 
its closest homolog.(Austin et al., 2018; Yoshida et al., 2016) 
This sequence can be used to identify features of PETase 
which make it an effective degrader of PET. These features 
include 3-fold wider active site cleft and higher Isoelectric 
point (caused by dipole; Isoelectric point of PETase is 9.6 
while this value of T. fusca cutinase is 6.3) of PETase as 
compared to T. fusca cutinase.(Austin et al., 2018; Yoshida 
et al., 2016) In addition, PETase contains many basic amino 
acids such as lysine and arginine, which are charged and form 
salt bridges to make PETase stable.(Yoshida et al., 2016) 
(Austin et al., 2018)

Another important feature is thermostability. For example, 
Leaf Branch Compost cutinase (LCC), another cutinase 
with similar sequence to PETase, has high thermostability at 
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70 °C.(Shirke et al., 2018) Because glass transition temperature 
of PET plastic is around 70 °C, and PET becomes more pliable 
and its bonds weaken, LCC can degrade PET effectively at this 
temperature. In contrast, PETase is stable and active at much 
lower temperature (~37  °C) at which PET is not pliable and 
its bonds are rigid.  Modified PETase with high thermostability 
would be beneficial. 

	    
Table 1

Entry	       Enzymes	            Reaction Conditions	           Degradation amount (methods used)	    Ref

1

2

3

4

5

6

PETase contains a disulfide bond in its active site. LCC and T. 
fusca cutinases do not have this disulfide bond.(Fecker et al., 
2018) Simulations predicted that this disulfide bond increases 
flexibility around the active site.(Fecker et al., 2018) Austin et 
al. (Austin et al., 2018) have shown that a narrower binding 
cleft of the active site, arising from flexibility of enzyme, can 
improve enzyme’s affinity to substrates, e.g., PET or BHET. 

Modified PETase 
(mutant I179F) 

PET-G/TfH*

PET-G/rTfH

AB300432,
AB298783,
AB300774

Est119

Est1

Modified PETase expressed in E. 
coli, 5 μg PETase reacted with PET 
(1.5x1 cm2 size pieces) in bicine 
buffer; pH 8.5, 48 hours, 30°C

20-25 mg PET (12 mm diameter 
disks) reacted with enzyme of 
concentration 0.1 mg/mL in buffer; 
5 mL buffer; pH 7.0; 21 days; 55 °C

20-25 mg PET (12 mm diameter 
disks) reacted with enzyme of 
concentration 0.1 mg/mL in buffer; 
5 mL buffer; pH 7.0; 21 days; 55 °C

  7 × 7 cm2 Biomax® films in 
compost; 55-60 °C; 70-100cm 
below surface; 3 weeks and 4 weeks

1 × 1 cm2 PET film reacted with 
sufficient amount enzyme in the 
presence of 300 mM Ca2+;50°C; 
pH 7; 3 h

1 × 1 cm2 PET film reacted with 
sufficient amount enzyme in the 
presence of 300 mM Ca2+;50°C; 
pH 7; 3 h

Mutant I179F has 2.5 times more 
degradation than wild-type PET 
[22.5 mg μmol-1·L−1 PETase per day 
biodegraded by mutant] (SEM)

49.7 ± 1.0 % mass loss (mass weighed)

54.2%% mass loss (mass weighed)

All films fragmented in 4 weeks

No weight loss or visible surface 
change (mass weighed and SEM)

No weight loss or visible surface 
change (mass weighed and SEM)

(Austin et al., 
2018)

(Müller et al.,
2005)

(Müller et al., 
2005)

(Hu et al., 
2008)

(Thumarat et 
al., 2015)

(Thumarat et 
al., 2015)
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Entry	       Enzymes	            Reaction Conditions	           Degradation amount (methods used)	   Ref

7

8

9

10

Thc_Cut1

Thc_Cut2*

Thf42_Cut1

Tha_Cut1

10 × 100 mm2 PET film reacted 
with 6.75 μM enzyme in 13 mL 
buffer; 50 °C; pH 7.0; 2 hours

10 × 100 mm2 PET film reacted 
with 6.75 μM enzyme in 13 mL 
buffer; 50 °C; pH 7.0; 2 hours

10 × 100 mm2 PET film reacted 
with 6.75 μM enzyme in 13 mL 
buffer; 50 °C; pH 7.0; 120 hours

10 × 100 mm2 PET film reacted 
with 6.75 μM enzyme in 13 mL 
buffer; 50°C; pH 7.0; 2 hours

WCA decreased from 74.2° ± 1.6° to 
66.3° ± 2.7° (WCA analyzer)

WCA decreased from 74.2° ± 1.6° to 
71.2° ± 0.9° (WCA analyzer)

Crystallinity loss 
(FTIR-ATR)

WCA decreased from 87.7° ± 4.8° to 
45.0° ± 6.0° (WCA analyzer) 

(Herrero Acero 
et al., 2011)

(Herrero Acero 
et al., 2011)

(Herrero Acero 
et al., 2011)

(Ribitsch et al., 
2012)

*Tfu = T. Fusca; **TfCu = T. Fusca Cutinase; SEM = Scanning Electron Microscopy; FTRI = Fourier-transform Infrared 
spectroscopy; WCA = Water contact angle

It is hypothesized that the flexibility provided by the disulfide 
bond attributed to PETase’s degradation performance. 

The role of the disulfide bond, which is unique to PETase, 
has not been experimentally tested in the degradation of 
PET, despite it predicted positive traits from simulation. 
The present work experimentally demonstrates the effect of 
disulfide bond of PETase to the degradation of ester linkage 
of PET. First, amino acid sequence of a PETase protein 
without disulfide bond was modeled. Then PETases with 
and without disulfide bond were synthesized following their 
sequences and their activities in the degradation of ester 
linkage of PET have been experimentally tested using BHET 
as a model compound. BHET, a building block oligomeric 
unit of PET which contains EG and TPA monomeric units 
in 2:1 molar ratio, is used as a surrogate substate in this 
study because (1) it is expected to have faster degradation 
rate than PET and (2) it can completely degrade to EG and 

TPA, which can be quantitatively measured to accurately 
determine the role of the disulfide bond. Controlled 
experiments were performed without PETase and in the 
presence of phenylmethylsulfonyl fluoride (PMSF) to 
evaluate if PMSF disrupts PETase’s activity by interacting 
with their catalytic triad serine. The results indicate that 
the disulfide bond does not significantly influence the 
degradation of BHET’s ester linkage. 

Experimental Section

Materials

 Luria Bertani (LB) broth, calcium chloride, ampicillin, 
lysogeny broth, Tris buffer, HCl, phenylmethylsulfonyl 
fluoride (PMSF), Hi-Trap columns, and NaCl were procured 
from Sigma-Aldrich. Isopropyl β- d-1-thiogalactopyranoside 
(IPTG) and bichionic acid assay were obtained from Fisher 
Scientific. A refractometer was purchased from Hanna 
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Instruments. BL21 E. coli cells were obtained from Dr. Clark 
Gedney’s lab in Biological Science department at Purdue 
University. PETase recombinant plasmid containing the gene 
to produce PETase with a disulfide bond (referred hereto 
as A2) was purchased from Integrated DNA Technologies 
(IDT). Amino acid sequence of the modified PETase without 
a disulfide bond (referred here to as A1) was modeled using 
PyMol™ software (Schrödinger, Inc. Version 3).   
The sequence was sent to IDT to synthesize the modified 
PETase. Both the organism containing/expressing the 
plasmid were cultured for extracting proteins by following 
similar procedures as described below.

PETase Sequence Modification

The software Pymol™ was utilized in order to model A1 
and A2. A2, which contains a disulfide bond, was produced 
by isolating the active site of PETase. Its sequence is shown 
in Figure 1c. To produce the sequence of A1 (Figure 1b), 
disulfide bond (red colored portion) of the sequence in 
Figure 1c was removed. Rather than using the entire PETase 
sequence, the active site was isolated to enable a focused 
investigation into the disulfide bond’s effect on PETase’s 
active site.

Transformation of E. coli cells

Frozen BL21 cells were grown on petri dishes of Luria-
Bertani broth media until 20 colonies were visible on each 
plate. Approximately 20 colonies of E. coli were transferred 
to 250 μl of 0.1M calcium chloride solution in a sterile 
microcentrifuge tube and mixed. To another microcentrifuge 
tube, 20 colonies of E. coli were added to 250 μl of calcium 
chloride solution and mixed. 10 μl of PETase plasmid (e.g. 
A1) was added to one of these two tubes (Tube 1) and 
vortexed for 5 seconds. The second tube without plasmids is 
referred here to as Tube-2. Then both tubes were placed in an 
ice bath for 10 minutes, followed by 90 seconds in a heating 
block preset at 42 °C, and finally submerged in an  ice bath 
for an additional 2 minutes. 500 μl of Super Optimal (SO) 
broth was added to both tubes and vortexed, and then the 
tubes were placed in a heating block at 37 °C for 30 minutes. 

The contents of Tube-1 and Tube-2 were added to two 
separate  flasks, each of which contained 1 L of lysogeny 

broth medium and 200 mg ampicillin, and they were 
cultured in a shaker at 37 ℃ until an optical density of 0.6 
at 600 nm was reached. To confirm transformation, the 
cells from flask-1 were checked against the cells from flask- 
2.  Flask-1 was cloudy due to the addition of the plasmids, 
whereas flask 2 was the negative control and remained clear. 
After this control test, the content of flask 2 was discarded. 
0.1 mM IPTG was added to flask-1 at this stage, and the cells 
of flask-1 were further incubated for 24 h at 37 ℃ in the 
shaker at rpm of 250.(Yoshida et al., 2016) 

The content of flask-1 was transferred to several 15 mL 
centrifuge tubes and they were centrifuged at 4000 rpm for 
20 minutes on an Allegra centrifuge instrument. Supernatant 
from all of the centrifuged tubes was stored in a glass bottle. 
The cell pellets from all centrifuged tubes were collected and 
resuspended in 50 mL of 40 mM pH 7.4 Tris-HCl buffer 
containing 0.5M NaCl (Buffer 1).  The resuspended cells 
were vortexed and divided equally into two centrifuge tubes 
of size 30 mL. To one of the tubes, 0.1M PMSF was added to 
test the effect of this protease inhibitor on enzyme activity.   
It is used for protein purification during cell lysis to prevent 
the proteases from degrading the protein.

Lysis

The cells from both 30 mL size tubes were separately added 
to a mortar and pestle containing liquid nitrogen in it to 
allow the content of each tube to solidify and ground until 
fine powders were formed, which were then stored at -20 
℃. 5 grams of these lysed cells were resuspended in 20 mL 
of 20 mM phosphate buffer at pH 7.4 (Buffer 2) containing 
20 mM imidazole. They were centrifuged at 4300 rpm for 
30 minutes. The pellet was discarded and the supernatant, 
which contained protein expressed from the transformed 
cells, was syringe-filtered through a 0.45 micrometer syringe. 

Protein Purification

A histidine column (1-mL HiTrap syringe) was used to purify 
the protein in the supernatant. The elution buffer consisted 
of 500 mM imidazole in Buffer 1, and the binding buffer 
consisted of 20 mM imidazole in Buffer 1. The Hi-Trap 
column was first prepared by eluting the binding buffer twice 
through the column at a rate of approximately 1 mL/min.  
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The supernatant containing the expressed protein was then 
eluted through the column. The elution buffer was run 
through the column in batches of 4 mL each time to elute 
the expressed protein which was collected separately in 15 mL 
centrifuge tubes. A total of 5 samples of each containing 4 mL 
eluant was collected. These 5 aliquots or samples were used for 
studying degradation experiments of PET model compound 
written below. Plasmid containing PETase enzyme with 
disulfide bond (A2) was similarly processed to obtain expressed 
protein for degradation study written below. 

A bichionic (BCA) assay of each aliquot was done to measure 
total protein concentration. For this assay, each sample was 
mixed with bichionic acid obtained from Sigma and the 
mixture was kept on a microplate for 30 minute at 37 °C 
before measuring its color change at 526 nm using a Tecan 
microplate reader.

BHET Degradation

1M of Bis(2-Hydroxyethyl) terephthalate (BHET) was added 
to each eluted protein samples and the mixtures were allowed 
to continuously shake at 250 rpm and 37 °C for 72 hours. 
After 72 hours of reaction, the tubes were centrifuged, and 
1 mL supernatant from each tube  was collected for analysis 
by a refractometer and a UPLC instrument. The reaction 
was terminated by heating the solution in tubes at 85 °C for 
15 minutes .(Austin et al., 2018) A total of 5 A1 samples, 5 
A2 samples and 2 buffer solutions (control) were tested for 
BHET degradation.

Product Analysis. 

Analysis of EG production in each sample collected at 
72 hours was done using a UPLC equipped with a C18 
column. A mixture of water and acetonitrile (45/55 wt/
wt) was used as a mobile phase at a flow rate of 50 μL/min. 
The sample injection volume was 1 μL. The yield of EG was 
calculated from UPLC peak area using a pre-calibrated plot 
of peak area versus EG concentrations ranging between 10 
µg/mL to 1000 µg/mL.  

A refractometer was also used to measure EG production. 
For refractometer, a standard calibration plot for EG 
solutions of known concentrations was prepared to assess 
the accuracy in measurements of EG percentage for known 

solutions.  Then, the percentage of EG yields in the BHET 
degraded solutions were measured. A good correlation in the 
yield of EG from UPLC and refractometry techniques was 
observed. The conversion of  BHET from the yield of EG 
was calculated using the following equation:

BHET conversion

BHET (g) = ((% EG)(1097 g/L  EG)(254.238 g/mol BHET) 
(0.5))/((100)(62.07 g/mol EG))

The yield of terephthalic acid was not measured because it 
precipitates in water. 

Results and Discussion

Modeling modified PETase plasmid sequence

It has been reported that E. coli is a compatible host of 
PETase.(Seo et al., 2019) BL21 E. coli cells were utilized 
as vectors of the plasmids. Using PyMol™ software 
(Schrödinger, Inc. Version 3), amino acid sequence of 
PETase was modeled. Figure 1a shows the complete PETase 
structure, with the active site highlighted in yellow and 
red. In Figure 1b, the active site of PETase was isolated 
and modified, and the region which contains disulfide 
bond sequence was removed. This was done to test the 
effect of this disulfide bond on the activity of PETase. 
Removal of the disulfide bond sequence produced a much 
shorter protein with two helices and three beta strands 
(Figure 1b). The sequence of the modified active site 
(A1) was GVMGWSMGGGGSLISAANNPSLKAA 
APQAPWDSSTNFSSVTVPTLIFACENDSIAPVN. 
The sequence of the modified PETase was sent to IDT 
to synthesize it. The unmodified PETase active site 
sequence (A2) consisted of three alpha helices and four 
beta strands (Figure 1c). The portion highlighted in red 
displays the section of protein which was not included 
in A1. The sequence of A2 was GVMGWSMGGGG 
SLISAANNPSLKAAAPQAPWDSSTNFSSVTVPT
LIFACENDSIAPVNSSALPIYDSMSRNAKQFLEI

NGGSHSC. BUSCA software,(Savojardo et al., 2018) 
which is a server through which a protein sequence can be 
analyzed, was used to predict expression of the PETase active 
site. This program determined that unmodified PETase 
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is an extracellular protein while the modified PETase is 
intracellularly expressed in the cytoplasm. 6-histidine tags 
were attached to the ends of the modified PETase to enable 
purification with a histidine syringe column.

BHET degradation efficiency using A1 and A2 PETase 
active sites 

Figure 2 shows protein concentrations, which is equivalent 
to enzyme concentrations of A1 and A2 PETase, in the 
absence and presence of PMSF. The error bars show standard 
deviation from five measurements. Protein concentrations of 
A1 PETase in the absence and presence of PMSF are 31.57 
± 3.09 μg/mL and 37.52 ±2. 59 μg/mL, respectively, while 
these values for A2 PETase are 33.82 ± 3.52 μg/mL and 33.82 
± 3.48 μg/mL respectively. 

The results indicate that protein concentration of A2 PETase, 
which contains disulfide bond, did not change significantly 
in the presence of PMSF. There is a significant increase in 
protein concentration of A1 PETase, which does not contain 
disulfide bond, in the presence of PMSF. PMSF is a serine 
protease inhibitor, which blocks the activity of proteases such 

Figure 1a. 	Structure of complete PETase.		           Figure 1b.  Modified PETase sequence 	                                  Figure 1c. Unmodified PETase sequence

				                                 without a disulfide bond (A1).		               with a disulfide bond (A2).

as elastase that degrade PETase. A1 PETase is less stable in 
comparison to the A2 due to its lack of the disulfide bond. 
The disulfide bond makes proteins more globular, less likely 
to denature, and increases protein durability. Removal of 
this disulfide bond from A1 made PETase more susceptible 
to degradation by protease inhibitors, and the addition of 
PMSF blocked proteases from degrading A1. Total protein 
concentration of A1 PETase increases in the presence of 
PMSF. A2 is more stable due to its disulfide bond, so it was 
not impacted by proteases to the same extent as A1, and 
the addition of PMSF did not create a significant difference 
in protein concentration in it. BCA assay of a control 
experiment without addition of PETase shows no protein. 

BHET degradation by A1 and A2 PETase demonstrate that 
both can efficiently degrade BHET to EG and TPA within 
72 hours (Figure 3). A control experiment containing only 
buffer solution showed no BHET degradation in terms of the 
yield of EG.  A1 and A2 PETase produced similar amount of 
EG (14 – 15%). The error bars in Figure 3 represent standard 
deviation from 5 replicates. The presence of PMSF with A1 or 
A2 PETase showed insignificant changes in the yield of EG.
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Figure 2. Experimentally measured protein concentration of A1 and A2 PETase in the presence and absence of PMSF.

Figure 4 shows total amount of BHET degraded in 72 hours. 
A1 and A2 PETase resulted in 332.05 ± 14.44 g/L and 
320.85 ± 12.58 g/L BHET conversion, respectively, in the 
absence of PMSF, which is quite high. BHET conversion by 
A1 PETase is a little higher in the presence of PMSF, which 
is likely because of a slightly higher amount of protein in the 
solution as seen in Figure 2.  

The activity of both proteins was further determined in 
terms of BHET degradation per unit (microgram) of each 
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protein (Figure 5). The error bars in Figure 5 display standard 
deviation from 5 replicates. It shows that the activity of A1 
PETase (0.1073 ± 0.0168 g/μg enzyme) is slightly higher 
than that of A2 (0.0962 ± 0.0113 g/μg). The activity of A1 
in the presence of PMSF is slightly lower (0.0843 ± 0.0191 
g/μg) because of total measured protein concentration in 
the presence of PMSF was higher as discussed above. Upon 
consideration of standard deviation, the activity of A1 and 
A2 PETase appears to be similar, which ranges between 

Figure 3. Percentage of ethylene glycol produced by A1 and A2 PETase 

with and without PMSF in 72 hours.

Figure 4. Total BHET degraded by A1 and A2 PETase with and without 

PMSF in 72 hours.
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0.08-0.1 g BHET degradation/μg of protein. While absence 
of  the disulfide bond in A1 structural sequence makes it less 
stable, owing to the lack of globular structure, and its activity 
was expected to be lower with reference to the activity of A2, 
the similar activity of A1 and A2 indicates that the active site 
disulfide bond does not have an impact on PETase’s activity. 

The results shown in Figure 5 demonstrate that the activity 
of A1 PETase is significantly affected by the presence of 
PMSF. It indicates that the short structure of A1 is unstable 
in the presence of PMSF as the serine is blocked in the 
catalytic triad. In contrast, A2 exhibits a slight increase in 
activity upon the addition of PMSF because of the higher 
stability given by the disulfide bond, but it could be within 
the experimental uncertainty. Thus, PMSF did not inhibit 
the activity of A2 PETase’s active site as hypothesized from 
the fact that PMSF would block the serine at the catalytic 
triad and disrupt enzyme activity. The addition of PMSF 
prevents protease activity throughout the reaction, resulting 
in preserving the activity of enzyme A2. 	

This work advances the understanding on the role of the 
disulfide bond of PETase in the degradation of BHET as a 
model compound, which will enable future development 
of more active PETase without this bond for degradation of 
PET to EG and TPA.  

Conclusions

This work described the cleavage of ester linkages, present 
in PET plastic, with PETase enzymes in the presence and 
absence of a disulfide bond to elucidate the role of the 
disulfide bond on the enzyme’s activity. A modified PETase 
enzyme without disulfide bond sequence was first modeled 
and synthesized. Then, PETase enzymes with and without 
the disulfide bond were cultured, purified, assayed, and used 
for cleavage of ester linkages of a PET surrogate substrate, 
BHET.  Typically the reaction between PET and PETase 
must be run for several days, and the results are analyzed with 
cumbersome microscopic techniques to measure crystallinity 
loss of PET, which does not give a direct measurement 
of ester linkage cleavage. In contrast, BHET degradation 
forms EG and TPA monomers to quantitively measure the 
degree of ester linkage degradation  and allows evaluation of 
enzyme’s activity more effectively.  Controlled experiments 
were also conducted in the presence and absence of PMSF  as 
well as without an enzyme. The results showed that the total 
BHET degradation to EG and TPA was not significantly 
influenced by the disulfide bond of PETase, which strongly 
conflicted prior works that predicted the disulfide bond 
increased protein activity. 
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Figure 5. Comparison of BHET degradation per microgram of enzymes in the presence and absence of 

PMSF. Control experiment showed no degradation of BHET.
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Further research is necessary to determine the cause of this 
phenomenon. It is likely that A1’s short structure facilitates 
easy accessibility of its active site to BHET in the degradation 
process. Although A2 may be more stable, A1 has the ability 
to degrade a greater amount of BHET in the same time 
period. The finding of this work - that removal of the active 
site  disulfide bond in PETase does not have an impact on 
its activity - is a stepping stone in designing a more effective 
version of the PETase enzyme.
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Introduction

Viral infections are commonly known to occur in humans, 
but what most people do not know is that viral infections are 
just as common in bacteria [1]. Bacterial viruses are termed 
“bacteriophage” or “phage” for short and can be found in 
any environment: soil, water, snow, food products, and even 
sediments. Viruses are generally 1000X smaller than their 
bacterial hosts and can possess a wide variety of different 
genotypic and phenotypic characteristics. Such diversity 
includes morphology (size, shape, and structure), the number 
and type of open reading frames (translational portions 
of the genome), host range, and mode of infection. Phage 
differ from animal viruses in a few distinct aspects. Phage 
attach directly to the bacterial cell wall, inject their viral 
nucleic acids into the cytoplasm, and become synthesized by 
bacterial components. In contrast, most animal viruses have 
to bind to a cell membrane protein, become engulfed by the 
mammalian cell, outer protective layer digested by enzymes, 
and genetic material finally synthesized in order to cause 
infection [2].  Bacteriophage were first discovered in 1915 by 
F. W. Twort and have yet to be utilized to their full potential 
over 100 years later [3]. 

Bacteriophage Characteristics and their Detection 

Bacteriophage harbor a few unique physical and genetic 
characteristics. Their physical characteristics (phage 
morphology) can be separated into 5 categories: icosahedral, 
hexagonal, spherical, tailed, and filamentous [1]. The length 
of the phage tail varies among phage types as some have no 
tail, some possess a short tail, and others have a tail twice 
the length of the capsid head. Phage morphology and tail 
formation dictate their functional capabilities. Genetically, 
genome types are variable and may consist of either double-
stranded DNA (dsDNA), single-stranded DNA (ssDNA), 
double-stranded RNA (dsRNA), or single-stranded RNA 
(ssRNA) which ultimately determine how the phage will 
function in the host, and what particular mode of infection 
they harbor.  In contrast, viruses that infect humans are 
typically single-stranded RNA (ssRNA) that function as 
messenger RNA (mRNA) and can be directly translated  
into a polyprotein [4]. 

Another unique characteristic is that some phage can infect 
multiple species of bacteria while others are more species-
specific [1]. This is termed ‘host range’ and can be of great 
importance when trying to find a way to combat multi-
drug resistant infections. Due to the ease with which phage 
can acquire genes from bacterial hosts, phage can evolve 
to infect a wide variety of bacteria; advantageous to the 
phage, disadvantageous to the bacterial hosts. The mode 
of infection differs among phage types as they can be either 
lytic, lysogenic, or latent [1]. Before entering either the 
lytic cycle or lysogenic cycle, all phage must first exhibit the 
latent stage in which the phage attaches to the cell surface, 
penetrates the membrane, and incorporates its DNA into 
the host genome. Lytic phage replicate inside of the bacterial 
host before lysing (breaking open) the cell, releasing more 
phage into the environment. Lysogenic phage incorporate 
their DNA into the bacterial genome in order to have the 
bacteria, unknowingly, replicate the phage genetical material 
numerous times. This allows the phage to have its genome 
carried within the bacterial progeny, an advantage to the 
phage itself.  However, lysogenic phages can, at times, 
become virulent due to the protection they obtain from 
“hiding” inside the bacterial cells and going undetected.  
This could deem problematic as this is a similar mechanism 
to how MRSA (multi-resistant Staphylococcus aureus) infects: 
S. aureus “hides out” inside immune cells, going undetected 
by the immune system, and ultimately rendering antibiotics 
useless. This gives MRSA time to replicate before the 
immune cell undergoes autophagy, releasing the MRSA into 
the bloodstream.  

One method used by scientists for detecting phage is by 
observing plaque formations within agar [5]. Plaques 
are formed when phage lyse bacterial cells, spread to 
neighboring bacterial cells, and lyse again [6]. The lysing of 
the neighboring cells forms a circular, clear “lawn” that is 
visible to the human eye and is known as a plaque. Plaques 
can be counted to determine how infectious a phage is to the 
host and to help determine host range. Plaque formation 
is dictated and influenced by the phage genome, rate of 
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adsorption (attachment), time spent inside of the host 
cells, and phage morphology [5]. Depending on the phage 
genome, different genes could be present that ultimately 
affect the size of the plaque. Adsorption rate impacts plaque 
size as well because as the phage is slowly adsorbed into the 
bacteria, the phage have more time to reproduce before lysing 
the cell. This phenomenon leads to a higher concentration 
of phage within the plaque formations. The density of phage 
inside the host cell dictates the formation of the plaque. In 
a study done by Gallet, Kannoly, and Wang, it was found 
that “the higher the adsorption rate then the lower the phage 
concentration within the plaques."

The timing of the lysis stage determines how long the phage 
has to reproduce inside the cell beforehand [5]. Gallet et. 
al. found that there was a linear relationship between lysis 
time and burst size (plaque formation). Phage with a low 
adsorption rate spend more time externally to the bacterial 
cells, therefore, by the time the phage DNA is inserted into 
the cell, there is less time for the virus to cause infection. 
The physiology of the bacterial cells themselves could have 
changed by the time the phage infects, resulting in a smaller 
plaque size. The less time the phage have to diffuse out of 
the lysed cell, the smaller the plaque. Phage morphology and 
architecture also determine the plaque size and formation 
after lysis. The longer the sheath and legs of the phage, the 
smaller the plaque size. This is due to the ability of the virus 
to diffuse through the agar layer when forming a plaque. 
A smaller virion would lead to a larger plaque due to the ease 
at which it can diffuse through the matrix of the agar.

Phage Classification

As of 2011, approximately 750 different phage types have 
been successfully isolated and fully sequenced, with about 
5,000 phage types yet to be elucidated or identified [7]. 
There are two types of comparative analyses that allow for a 
better understanding of a specific phage: viral metagenomics 
and prophage mining. Viral metagenomics is the process by 
which phage are harvested in large numbers and sequenced at 
random. This allows for large numbers of phage samples to be 
examined together from a specific environment and compared. 
Utilizing the mining method entails comparing phage genomic 
sequences against portions of a complete bacterial genome 

that harbor areas of prophage sequences. To attempt to isolate 
an individual phage genome, it is best to extract DNA from 
individual plaques following host-range experiments.

Most interestingly, bacteriophage can possess either DNA 
or RNA genomes, however, the vast majority possess linear 
double-stranded DNA genomes (dsDNA) and a tail (sheath): 
Order Caudovirales [7, Figure 1]. The dsDNA of this phage 
order is generally comprised of 55%-70% G+C. Most of the 
order Caudovirales fit into the Siphoviridae family (55%) 
possessing dsDNA and flexible non-contractile sheaths, 
while others make up either the Myoviridae (25%) family 
who possess contractile sheaths, or the Podoviridae (20%) 
family that exhibit short, stubby sheaths. The structure of 
the phage sheath has been found to reflect the phage genome, 
mode of infection, assembly, and maturation [8]. It has 
been determined that the long non-contractile tails of the 
Siphoviridae were assembled first then added to the head, 
whereas the short non-contractile tails were assembled after 
the phage heads. The similarity of the phage types in this 
order is currently being described as a result of horizontal 
gene transfer among phage. Other, less common phage 
families include Tectiviridae (lipid-containing), Corticoviridae 
(lipid-containing, circular genome), Plasmaviridae 
(enveloped), Lipothrixviridae (rod-shaped), Rudiviridae 
(non-enveloped), and Fuselloviridae (non-enveloped, lemon-
shaped) [9]. These are the current, known and classified 
phage families but more remain undiscovered.

The Myoviridae family is comprised of many species of 
phage: T4, T2, P1, P2, Mu, Bacillus phage SP01, and 
Halobacterium phage ɸH [10]. Phage in this family are 
characterized as having an elongated head (90-110nm in 
diameter) and a long tail to match (100-120nm in length). 
The species share about 50-70% of their genomes to one 
another, making characterization of unknown phages 
difficult. Meanwhile, the Siphoviridae family is comprised 
of phage T1, T5, Mycobacterium L5, Lactococcus c2, λ, and 
ΨM1 [9]. These phages are characterized by having a smaller 
head (60nm in diameter) and longer sheath (70-90nm in 
length). What is most interesting is that the Myoviridae and 
Siphoviridae families are the only phage known to infect 
both bacteria and archaea. It is hypothesized that this is due 
to their contractile tails and the evolution of phages from 
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prokaryotes [11,12]. The lesser known family, Podoviridae, 
is comprised of phage T7, enterobacteria phage P22, and 
Bacillus phage ɸ29 [9]. Podoviridae are characterized as 
having a head of about 60nm in diameter and a short tail 
with maximum length of about 20nm. 

Conclusions

Bacteriophage have been studied for years but have yet to  
be utilized to their full potential. Phage can be beneficial to 
both the food industry and pharmaceutical industry.  
Phage with a wide host range can be used to combat multiple 
bacterial infections, while phage who are selective to a certain 
bacterial host can be used against one particular infection. 
Additionally, when antibiotics are rendered useless, phage 

could be the answer. Phage can more easily bind to and attack 
bacterial cells. Phage could also be used in combination with 
antibiotics to fully rid a patient of an infection. Phage do not 
target mammalian cells, therefore, they may also be a safer 
therapeutic. 

In the food industry, bacteriophage could be used when 
pasteurization and antibiotics fail to rid the product of 
bacteria. Bacteria can form a protective outer layer (biofilm) 
that antibiotics and high temperatures fail to penetrate. 
When the environment is right for bacteria to disperse from 
the biofilm, phage can be used as a final protective measure 
for food products. With Science and Technology rapidly 
advancing, now is the time to begin adding phage to the list 
of more commonly used biological control agents. 

Figure 1. Bacteriophage Familial Identification [7] Phage are classified into 13 distinct families, 3 of which have been grouped together into the 

Order Caudovirales [7]. Caudovirales make up the vast majority of phages (roughly 96%) that have been reported [13]. They are comprised of 

the families Myoviridae, Siphoviridae, and Podoviridae. The other 10 phage families make up only 4% of reported and classified phage.
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