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During the first 30 years of the 20th Century, 
many scholars agree that Cora Wilson Stewart 
was the most widely known authority of 
adult literacy in the world. By establishing 
the Moonlight Schools in Rowan County 
Kentucky in 1911, she rose to prominence as a 
well-regarded advocate for promoting literacy 
and adult education. Stewart frequently held 
viewpoints which ran counter to the mindset of 
educators in the 1920s and 1930s. Wilson was 
ahead of her time in many aspects of promoting 
literacy in an era largely before adult education 
was widely recognized (Fig. 1).

Wilson is remembered for being an eloquent 
and colorful speaker, and grew up believing that 
furthering one’s education would open opportu-
nities beyond the traditional molds that shaped 
rural Appalachia over 100 years ago (1). Cora 
Wilson moved beyond a series of failed marriag-
es and domestic abuse to devote most of her 
time to public affairs, eventually adopting adult 

literacy as her primary mission. As the daughter 
of a physician and schoolteacher, Wilson would 
frequently go along on rounds with her father 
and help read or interpret medical advice, 
documents, and other communications to adult 
patients and families who could not read or 
write. Eventually earning her teaching creden-
tials from Morehead (KY) Normal School (later 
Morehead State University), Wilson later was 
the first woman to be elected as President of the 
Kentucky Education Association, an advocacy 
group dedicated, then and now, to improved 
funding for schools, safety measures, smaller 
class sizes, and empowerment of employees and 
parents (2).

Shortly thereafter, Stewart, as a superintendent 
for Rowan County Schools, created the first 
Moonlight School in September 1911 (Figs. 2-4). 
Adults would attend Wilson’s classes in the 
evenings, after children were home and chores 
were completed, and only on moonlit nights, to 
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Figure 1

Cora Stewart Wilson (1875-1958) in a 
photograph from January 1916, from 
Press Reference Book of Prominent Ken-
tuckians, 1916, p. 224 (royalty-free im-
age). 

be guided to and from the school safely. Wilson 
asked teachers to volunteer to teach in the 
evenings as the program grew. In 1914, Stewart 
successfully urged the Kentucky Governor to 
create a state illiteracy commission, and expand 
the Moonlight Schools statewide, with the 
goal of eliminating illiteracy by 1920. Regional 
communities held competitions, and various 
women’s groups became involved to further the 
cause. After a few years, Wilson established the 
Moonlight School Institute, the first of its kind 
in America. Eventually, over 1,600 students 
were enrolled, 350 of whom had learned to read 
and write. Wilson also saw that similar schools 
be established to serve Black students, and by 
1915, fifteen Moonlight Schools served these 
adults (3). Along this progressive path, Stewart 
published numerous books specifically for 
adults who had limited or no literacy, to encour-
age them to read, as well as one entitled The 
Soldier’s First Book, aimed at military recruits 
for World War I. 

Alabama and Mississippi began Moonlight 
Schools shortly after the Wilson Schools in 
Kentucky became successful. By 1916, eighteen 
states had Moonlight Schools. Stewart went on 
to be Chairperson of the Illiteracy Commission 
of the National Education Association. Wilson was a pioneer and tireless advocate for education of 
underserved her entire adult life, and doubtless left a legacy which still remains underappreciated 
today. Another similar journey is included in this, our tenth anniversary issue of Fine Focus; that of 
Parisa (page 6), an international STEM scholar who writes about her first tenure-track faculty 
position at an HBCU, and the necessary cross-cultural literacy to be explored and appreciated when 
navigating challenges in a unique but also rewarding academic climate. In many ways, Parisa’s journey 
draws many parallels to that of Cora Wilson Stewart – combining empathy and passion with determi-
nation and vision to achieve lifelong learning.
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Figures 2, 3, & 4

The Original Cora Wilson Steward Moonlight School located near the campus of Morehead 
State University in Kentucky, USA. Photo credits: David Nickell, Hillsboro, KY.
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Parisa Ebrahimbabaie’s academic tenure at 
Bethune-Cookman University (B-CU) unfolds 
as a captivating narrative intricately woven with 
challenges stemming from her international 
background as a woman from Iran. This explo-
ration of her experiences at the Historical Black 
University (HBCU) delves into the complexities 
of identity, cultural adjustments, and the unique 
dynamics of an academic environment rich in 
historical significance.

Adapting to B-CU requires more than adjusting 
to the physical surroundings; it involves a deep 
understanding of various facets of the local 
culture, including communication dynamics, social 
nuances, and aligning academic expectations with 
prevailing norms. This cultural transition demands 
a significant reassessment of approaches to teach-
ing, research collaboration, and interpersonal 
relationships for a seamless integration into the 
academic and cultural environment at B-CU.

Parisa Ebrahimbabie

Parisa Ebrahimbabaie’s Academic Sojourn at Bethune-Cookman 
University: Unraveling the Complexities

https://creativecommons.org/licenses/by-nc-nd/4.0/


Parisa Ebrahimbabaie’s Academic Sojourn at Bethune-Cookman University 7

Navigating the pervasive stereotypes linked to 
her nationality and gender poses a persistent 
challenge for Parisa. Overcoming preconcep-
tions requires a delicate blend of assertiveness 
and cultural education to foster a more accurate 
understanding of her identity.

The intersection of Parisa’s Iranian identity 
introduces challenges within the academic 
sphere, requiring a continuous negotiation 
of her identity within a landscape not always 
attuned to the complexity of her experiences. 
This intersectionality weaves into her daily 
interactions, shaping her role and experiences 
within the academic community.

Building authentic connections with colleagues 
and students at B-CU becomes a multifaceted 
challenge for Parisa. Overcoming cultural 
barriers and establishing professional rapport 
within the context of an HBCU necessitate an 
awareness of cultural diversity and an appre-
ciation for the historical foundations shaping 
relationships in this distinctive academic 
community.

The unique setting of an HBCU exposes Parisa 
to an environment steeped in historical signif-
icance and cultural traditions. Navigating this 
context requires more than academic under-
standing; it demands a deep immersion into the 
institution’s ethos. Grasping and appreciating 
the historical commitment to the African 
American community becomes fundamental to 
her role as an academic contributor.

Engaging with the predominantly African 
American local community at B-CU presents 
challenges connected to cultural sensitivity. 

Navigating community engagement demands 
dedication to academic outreach and a keen 
awareness of diverse perspectives within the 
community. Despite challenges, Parisa is very 
happy working at Bethune-Cookman University 
as an assistant professor, appreciating the 
positive and enriching academic environment.

Achieving a harmonious equilibrium between 
her diverse cultural identity and institutional 
expectations remains a continuous negotia-
tion. Striking this delicate balance involves 
leveraging the strengths of her Iranian heritage 
while aligning with the cultural fabric of the 
HBCU. This intricate dance of identity within 
the academic realm is central to her ongoing 
experience.

Gender dynamics, evident within the institution 
and broader cultural context, significantly 
influence Parisa’s professional journey. Navigat-
ing gender-related challenges, advocating for 
equity, and fostering an inclusive environment 
are integral components of her academic role.

Establishing a professional network within the 
academic sphere poses distinctive challenges. 
Cultural differences and potential biases add 
complexity to networking dynamics, neces-
sitating active participation in opportunities 
to overcome barriers and forge meaningful 
connections within the university community.

Access to leadership positions for women, 
particularly from underrepresented 
backgrounds, poses nuanced challenges. 
Navigating the path to leadership roles 
demands professional acumen and a proac-
tive approach to contribute meaningfully to 
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decision-making processes within the academic 
landscape.

Accessing research funding, laboratories, and 
resources presents Parisa with a multifaceted 
challenge. Adapting to constraints and identi-
fying alternative avenues to pursue research 
goals becomes a crucial aspect of her academic 
journey. This adaptive resilience characterizes 
her approach to academic research within the 
distinctive institutional context.

Diverse levels of institutional support for 
diversity and inclusion at B-CU add complexity 
to Parisa’s academic experience. Advocating for 
initiatives that advance diversity and actively 
participating in creating an inclusive environ-
ment are essential components of her role, 
requiring a nuanced understanding of institu-
tional dynamics.

In conclusion, Parisa’s academic journey at 
Bethune-Cookman University has been marked 
by diverse challenges extending beyond tradi-
tional academic boundaries. This narrative 
unravels the complexities inherent in her 
experience, shedding light on the multifaceted 
nature of her identity intersectionality within 
the unique landscape of an HBCU. As she 
continues navigating this intricate journey, her 
story stands as a testament to the resilience and 
adaptability required to thrive in the dynamic 
and diverse academic environments shaping the 
modern educational landscape. Importantly, 
she emphasizes her happiness and apprecia-
tion for the positive and enriching academic 
environment at Bethune-Cookman University.
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Abstract

Since its recent discovery in the late 1970s, Lyme Disease (LD) has been a growing public health 
concern, especially in the United States where it accounts for the majority of vector-borne infections 
each year. The causative agent, Borrelia burgdorferi, is transmitted to humans through the bite of an 
infected Ixodes tick. This pathogen uses many unique mechanisms to both shield itself from the host 
immune response and cause disease. Clinically, LD presents in successive phases, with each increasing 
in severity as the bacterial cells migrate to new tissues and organ systems. On the epidemiological 
and ecological fronts, limitations in reporting, ecological changes, and a lack of public support hinder 
accurate surveillance and enhance the spread of the disease. The goal of this literature review is to 
increase public knowledge of B. burgdorferi, its vector, and the disease it causes, along with suggesting 
preventative measures to protect individuals who reside in high-risk areas. A collective and coordinated 
public health effort represents our greatest chance of restraining the LD-causing pathogen. 

Borrelia burgdorferi: The Deer Tick’s Dark Secret

https://creativecommons.org/licenses/by-nc-nd/4.0/
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Discovery of the Causative Agent 
of Lyme Disease 

In 1976, the Connecticut State Department 
of Health reported an outbreak of an unusual 
form of arthritis near Lyme, Connecticut (37). 
The affected individuals experienced recurrent 
bouts of pain and swelling in large synovial 
joints (such as the knee) without prior injury. 
Other clinical presentations included flu-like 
symptoms and unusual cutaneous lesions called 
erythema migrans (EM), which had first been 
described by the German physician Alfred 
Buchwald in 1883 (75). Although a causative 
agent had not yet been discovered, this unique 
combination of signs and symptoms was termed 
Lyme Disease (LD) (37). Most patients with 
the disease lived in heavily wooded areas away 
from the centers of towns, and the onset of 
their symptoms was often in the summer and 
early fall. The spatial and temporal distribution 
of cases hinted that the disease was likely 
transmitted through an insect vector, but the 
State Department of Health did not have any 
additional information. It would take six more 
years to identify the LD-causing pathogen. 

In 1982, Wilhelm “Willy” Burgdorfer isolated 
a spirochete from Ixodes scapularis, the black-
legged deer tick (7). This microorganism was 
soon shown to be responsible for the unique 
disease in Lyme, Connecticut. When ticks 
harboring this pathogen fed on New Zealand 
White rabbits, long-lasting EM-like lesions 
developed. Indirect immunofluorescence also 
confirmed that the rabbits produced antibodies 
specific to these spirochetes. A causal relation-
ship between the newly discovered spirochete 
and LD in humans was established when the 

serum of clinically diagnosed patients revealed 
antibodies specific to the pathogen, which 
was subsequently named Borrelia burgdor-
feri. Despite its recent characterization, the 
earliest confirmed case of LD occurred in the 
5,300-year-old Similaun Iceman (“ÖTZI”) 
found preserved frozen in the Italian Alps (31). 
Arthritis was observed upon clinical examina-
tion, and DNA sequencing of samples from the 
Iceman confirmed the presence of B. burgdor-
feri.

While a great deal of work has focused on 
characterizing the pathogen, many challenges 
exist on the clinical and epidemiological fronts. 
Diagnosis and treatment of LD is complicated 
by B. burgdorferi’s wide array of virulence 
strategies that allow it to infect multiple organ 
systems, lie dormant for long periods of time, 
and resist and suppress the host immune 
response (20, 47, 48). Additionally, the clinical 
manifestations can vary widely, which further 
heightens the challenge for clinicians to make a 
timely and accurate diagnosis. While a vaccine 
represents the most effective preventative 
measure, there are not any currently available 
on the market. 

Due to limitations in disease surveillance, the 
reported number of LD cases in the United 
States is thought to be significantly lower than 
the Centers for Disease Control and Preven-
tion’s (CDC) annual estimate (34). Despite 
this, LD represents more than 80% of vector-
borne illnesses making it the most common 
vector-borne disease in the country (3). Making 
matters worse, the home range of B. burgdor-
feri’s vector and its reservoirs are expanding as 
the ecological landscape continues to change 
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(73). Approximately 90 million Americans live 
in states deemed “high risk” by the CDC, and 
even this high value is likely an underestimate 
of the total number of individuals at risk (13). 
Disease prevention depends on increasing 
public knowledge and awareness of B. burgdor-
feri and its disease-causing ability, Ixodes genus 
ticks and their life cycle, LD and its clinical 
manifestations, and of available precautionary 
measures for individuals in high-risk areas. 

Introduction to B. burgdorferi

B. burgdorferi is a Gram-negative bacterium 
with an inner and outer membrane. Unlike 
most gram-negative organisms, B. burgdorferi 
lacks lipopolysaccharides (LPS) in the outer 
membrane and instead displays other immuno-
genic glycolipids (70). The spirochete bores 
through host tissues using internal periplasmic 
flagella that confer swimming motility and 
flat-wave morphology (32). While this flat-wave 
structure dominates, other pleomorphic forms 
exist under certain environmental conditions 
(see “Pleomorphic forms” and Figure 6) (44). 

The B. burgdorferi genome consists of a single 
910,725 base pair linear chromosome with 
853 open reading frames whose products 
are involved in the basic processes of DNA 
replication, transcription, translation, solute 
transport, and energy metabolism (23). Due to 
a lack of biosynthetic genes, the spirochete is an 
obligate parasite and depends on an arthropod 
or mammalian host for survival. Aside from 
hemolysins and drug efflux pumps, B. burgdor-
feri lacks common virulence factors and instead 
relies on dynamic gene regulation to evade and 
suppress the host immune response (3). 

As an obligate parasite, B. burgdorferi can be 
difficult to maintain in common laboratory 
cultures that do not closely mimic the host 
environment (1). To overcome this challenge, 
optimized Barbour-Stoenner-Kelly (BSK) 
media that contains 6% rabbit serum and a 
collagen matrix is used to support the growth of 
B. burgdorferi (62). In vitro cultivation consists 
of a two-step process whereby a rapidly growing 
starter culture is used to initiate the growth of 
a long-term culture with a high bacterial yield. 
While in vivo studies most accurately represent 
the conditions that B. burgdorferi naturally 
encounters, the ability to work with isolated, 
parasitic bacteria in the laboratory increases the 
feasibility of research. 

Lyme Disease

The unique virulence and immune evasion 
strategies of B. burgdorferi manifest clinically 
in humans as a complex, multi-stage disease. 
In this section of the review, the life cycle of the 
arthropod vector, transmission to the mamma-
lian host, and clinical manifestations of LD will 
be described. 

1. Vector life cycle

Vectors are organisms, often insects, that 
harbor and transmit pathogens to other hosts. 
Within the Ixodes genus, black-legged deer 
ticks (Ixodes scapularis) are the main vectors 
that transmit B. burgdorferi to reservoirs such 
as mice and hosts such as humans. These 
reservoirs vary in their degree of competency to 
transmit B. burgdorferi back into an uninfected 
arthropod vector. 

Ixodes ticks have a complex, two-year, 
four-stage life cycle, which consists of egg, larva, 
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nymph, and adult forms (Figure 1) (19). In the 
spring, adult female ticks at the end of their life 
cycle lay eggs that hatch into six-legged larvae 
within about 60 days. The females lay the eggs 
on grasses where the larvae will be exposed to 
mammals like deer and mice after hatching. 
To progress to the next stage of the life cycle, 
the larvae require a first blood meal which 
often comes from the reservoir-competent, 
white-footed mouse, but may also come from 
other small animals such as chipmunks, shrews, 
squirrels, and birds. 

After larvae feed in the late summer to early 
fall, they molt into eight-legged nymphs that 
remain inactive during the winter months. In 
the spring, the nymphs take a second blood 
meal which allows them to develop into adults 
in the summer. 

As adults, a third feeding, often from the reser-

voir-incompetent white-tailed deer (Odocoileus 
virginianus), is required to reproduce. After 
feeding, adult male and female ticks copulate 
on the deer, and females lay their eggs the 
following spring to complete the life cycle. 

2. Route of transmission

For humans to develop LD, a tick harboring B. 
burgdorferi must bite the human and take a 
blood meal (7). The tick’s first feeding as a larva 
is unable to cause infection because the bacteria 
cannot be passed down in eggs and the arthro-
pod can only acquire the spirochete through 
feeding (19). Therefore, larvae must take a 
blood meal from an infected, reservoir-com-
petent organism to obtain the pathogen before 
transmission to humans is possible. If this 
first blood meal contains B. burgdorferi, the 
pathogen will colonize the tick midgut and the 
bacterial cells lose their motility. A secondary 
feeding during the nymph stage is required 

Figure 1

The Ixodes genus tick life cycle. 

Note. A red blood cell indicates that a blood meal is required to progress to the following stage. The 
blue, yellow, red, and orange bars represent winter, spring, summer, and fall, respectively. Timeline is 
based on reference 19.
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for B. burgdorferi to replicate, restore motility, 
and migrate to the tick’s salivary glands where 
it becomes primed for transmission. Thus, 
nymphs represent the earliest stage of the tick 
life cycle where B. burgdorferi transmission 
resulting in LD in humans is possible. 

To locate a host, ticks use a maneuver called 
questing where they climb to the top of grasses 
and other small plants, extend their front legs, 
and latch on to a passing animal (Figure 2B) 
(18). After finding a host, the tick migrates to 
a suitable location to take a blood meal. For 

humans, one study determined the distribution 
of tick attachment to be 9% head-neck, 5% arm, 
24% stomach/groin, 7% back, 18% chest/shoul-
der, 25% leg/foot, and 12% hip (Figure 2A) (25). 

After a tick begins feeding, transmission of B. 
burgdorferi is not immediate. There is a positive 
correlation between the duration of vector 
attachment and the probability of B. burgdorferi 
colonization and disease (57). In a murine 
study exploring this relationship, infection was 
established in 7% of mice after 36 hours, 25% 
after 42 hours, and 75% after 48 hours. This 

Figure 2

Tick questing behavior leads to attachment to hosts.

Note. Distribution of tick attachment sites on humans (A) and representation of the tick questing 
behavior that is used to seize a suitable host for a blood meal (B) (18, 25).
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time-dependent transmission demonstrates the 
importance of rapid tick removal after attach-
ment as a preventative measure against LD. 

While there is no evidence that human-to-hu-
man transmission of B. burgdorferi is possible, 
there are many published cases of gestational 
LD with negative outcomes such as miscarriage, 
death following birth, and congenital abnor-
malities (72). However, a systematic review 
of these published cases concluded that most 
reports contained blinding issues, had missing 
or limited information on the mother’s clinical 
symptoms, or used diagnostic methods that 
are no longer considered reliable. Therefore, 
additional research using reliable methods is 
necessary to determine the effects of gestational 
LD and the consequences it may have on 
women in their childbearing years. 

3. Disease progression

LD progresses in three distinct phases termed 
early localized, early disseminated, and late 

disseminated infection (48). The basic signs, 
symptoms, and commonly affected tissues 
corresponding to each phase are presented in 
Figure 3, and each phase is described in depth 
below. 

The first clinical manifestation of early localized 
B. burgdorferi infection is usually a slowly 
expanding cutaneous rash called erythema 
migrans (EM) (48). EM presents 7-14 days 
after exposure at the site of tick attachment in 
70-90% of cases. The rash begins as a small red 
papule that takes on a bullseye appearance as 
it expands to an average diameter of 15 centi-
meters. EM is usually asymptomatic, but other 
flu-like symptoms such as headache, fatigue, 
malaise, and fever may occur. Early localized 
LD usually lasts for a few days to a month. 

Early disseminated infection usually occurs 
three weeks to several months after the onset 
of primary EM, and it typically lasts 3-10 
weeks (48). During this phase, B. burgdorferi 

Figure 3

LD signs, symptoms, and commonly affected tissues.

Note. Lyme disease progresses through three distinct stages: early localized (A), early disseminated (B), 
and late disseminated infection (C) (48). Each stage is characterized by different signs and symptoms 
that reflect the spread of the pathogen from the initial site of infection.
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disseminates to the central nervous system 
(CNS), the cardiovascular system, and other 
cutaneous regions which leads to secondary EM 
away from the initial site. CNS involvement, 
termed Lyme neuroborreliosis, occurs in about 
15% of untreated cases (22). Colonization of the 
nervous system can occur through penetration 
of the blood-brain barrier, migration from 
the peripheral nervous system, or movement 
through the cerebrospinal fluid. Common signs 
of neurologic involvement include bilateral 
cranial nerve palsies of the face, meningitis, 
and encephalitis. Cognitive impairment, 
psychiatric disturbances, and even seizures 
have been observed in patients with early 
disseminated LD (41). Cardiac involvement, 
termed Lyme carditis, typically occurs a few 
weeks to several months after EM onset in 
about 4-10% of untreated cases (21). Signs of 
Lyme carditis include prolonged PR interval, 
atrioventricular (AV) block, myocarditis, intra-
ventricular conduction disturbances, bundle 
branch block, and congestive heart failure (50). 
Patients presenting with Lyme carditis may 
require electrocardiogram (ECG) monitoring 
and temporary or permanent pacemakers for 
AV block (74). General flu-like symptoms also 
accompany the early disseminated phase of 
infection (48). 

Late disseminated infection, also called chronic 
LD, occurs months to years after the onset 
of primary EM and can last many years if 
untreated (48). Late-stage disease is marked by 
chronic, intermittent arthritis which occurs in 
about 80% of untreated individuals, along with 
continued neurologic, cardiac, and cutaneous 
manifestations (76, 30). Lyme-associated 
arthritis results from acute swelling and erythe-

ma in the joints, most commonly the knee (5). 
Excessive inflammation, infection-induced 
autoimmunity, and failure to down-regulate the 
inflammatory response are factors that contrib-
ute to chronic LD. 

Virulence of B. burgdorferi in Hosts

Bacterial pathogens utilize several methods 
to spread through and damage host tissues. B. 
burgdorferi is no exception, and in this section 
of the review a few of the many disease-caus-
ing characteristics of this spirochete will be 
discussed. 

1. Plasmid-derived virulence

In addition to the single, linear chromosome, 
the B. burgdorferi genome contains at least 
17 linear and circular plasmids (lp and cp, 
respectively) (23). While some of these extrach-
romosomal DNA molecules have demonstrated 
critical roles in disease progression, others 
remain uncharacterized. 

A cell’s plasmid profile is its unique collection 
of plasmids. Long-term in vitro cultivation of 
B. burgdorferi results in concurrent changes 
to both plasmid profile and murine infectivity 
(64). Over time, the total number of plasmids 
within each cell decreases, which coincides 
with a drop in virulence. The degree to which 
the virulence of B. burgdorferi depends on 
its plasmid profile was expanded upon in a 
study that examined the infective phenotypes 
of a collection of clonal mutants, each with 
a different combination of plasmids (60). 
High-infectivity was observed in the presence of 
both linear plasmid 25 (lp25) and 28-1 (lp28-1), 
intermediate-infectivity was observed in the 
presence of lp25 and the absence of lp28-1, and 
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low-infectivity was observed in the absence of 
lp25 independent of lp28-1 (Table 1). 

While some B. burgdorferi plasmids have been 
linked to highly infective phenotypes, others 
take on different roles (60). For example, cp26 
is required to cause disease, but its presence 
does not affect the degree of infectivity. Other 
plasmids such as cp9 and lp21 are not associ-
ated with infectivity at all. Further character-
ization of B. burgdorferi plasmids linked to 
infectivity will lead to a greater understanding 
of the organism’s requirements for infection and 
disease. 

2. Temperature-dependent gene regulation

B. burgdorferi relies on both an arthropod 
vector and a mammalian host for survival. 
Upon transmission from vector to host, the 
spirochete experiences a temperature change 
from 23˚C to 37˚C. This change activates 
genetic regulatory mechanisms that allow B. 
burgdorferi to adapt to its surrounding environ-
ment and successfully establish a mammalian 
infection (65). 

Outer surface proteins (Osp) are immunogenic 
lipoproteins found on the cell surface of B. 
burgdorferi. OspC, a known antiphagocytic 
factor, is required to establish a mammalian 
infection (8). In unfed ticks at 23˚C, B. burgdor-
feri predominantly expresses ospA (65). After 
the tick takes a 37˚C mammalian blood meal, 
the spirochete’s osp expression profile changes 
to ospC. This was confirmed by examining 
B. burgdorferi-infected murine serum which 
contained antibodies specific to OspC. One 
explanation for this temperature-dependent 
gene regulation relies on the topology of the 
ospC-containing cp26 plasmid. At 23˚C, the 
plasmid is in a supercoiled state which blocks 
the transcriptional machinery from accessing 
the ospC locus. In vitro work demonstrated that 
upon exposure to warm (37˚C) mammalian 
serum the supercoiling of cp26 is reversed 
permitting expression of ospC. 

Another explanation for the temperature-de-
pendent regulation of ospC involves small 
regulatory RNAs (sRNA) (40). RpoS is an 
alternative sigma factor involved in the initia-

Table 1

B. burgdorferi infectivity as it relates to linear and circular plasmid profile. 

Infectivity-associated Not infectivity-associated 
Always 
present 

Infective phenotype*, # lp25 lp28-1 cp9 lp21 cp26

High + + +/- +/- +
Intermediate + - +/- +/- +

Low - +/- +/- +/- +

Note. * + plasmid must be present for the given infective phenotype, - plasmid must be absent for the 
given phenotype, +/- plasmid does not affect infective phenotype
#Data from reference 60
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tion of ospC transcription. Expression of rpoS is 
regulated by DsrAAB, a temperature-sensitive 
sRNA. At 23˚C, the rpoS transcript contains 
a secondary stem-loop structure that occludes 
the ribosome binding site (RBS) preventing 
translation of the sigma factor. Also at 23˚C, 
DsrAAB exhibits secondary structure which 
prevents interactions between the sRNA and 
the rpoS transcript that are necessary for high 
levels of gene expression (Figure 4A). At 37˚C, 
DsrAAB loses its secondary structure which 
allows it to post-transcriptionally regulate the 
rpoS transcript. This results in loss of the rpoS 
stem-loop structure, RBS availability, and active 
translation of RpoS sigma factors (Figure 4B). 
The high level of RpoS expression at 37˚C 

greatly enhances the expression of ospC, which 
helps facilitate transmission of B. burgdorferi 
from the arthropod vector to the mammalian 
host.

Since the discovery of this molecular thermom-
eter, over 1000 other B. burgdorferi-sRNAs 
have been identified, many of which demon-
strate temperature-sensitivity (59). These 
molecules likely contribute to genetic regulatory 
mechanisms that promote B. burgdorferi trans-
mission by allowing the pathogen to adapt to 
changing environmental conditions. 

3. Motility

B. burgdorferi possesses periplasmic bundles 

Figure 4

Temperature-dependent expression of ospC.

Note. A temperature shift accompanies the transmission of B. burgdorferi from the arthropod vector 
to the mammalian host (40). At 23˚C in the unfed tick, secondary structure of the sRNA DsrAAB 
prevents translation of the rpoS transcript, resulting in low levels of ospC expression (A). At 37˚C in 
the mammalian host, DsrAAB secondary structure is reversed, allowing for the production of RpoS and 
OspC (B).



Fine Focus | Volume 1018

of flagella that originate from basal bodies at 
its terminal ends (32). These structures confer 
flat-wave morphology and corkscrew swimming 
motility, which allow the spirochete to move 
both forward and backward as it bores through 
host tissues. This unique ability is integral to 
pathogenicity because it allows B. burgdorferi to 
disseminate throughout the human body, which 
results in the wide range of clinical manifesta-
tions associated with LD.

The flaB and fliG genes are required for flagel-
lar functioning (68). The flaB gene encodes 
the major flagellar filament protein FlaB. flaB 
mutants are nonmotile, have a straight, bacillus 
morphology rather than the classic flat-wave 
morphology, and exhibit decreased viability in 

both the mammalian host and arthropod vector. 
The fliG gene encodes the C-ring at the base of 
the flagellar basal body, which is important for 
rotational torque generation. Inactivation of 
fliG results in reduced motility and infectivity 
despite proper assembly of the flagellar filament 
(38, 39). These results indicate that periplasmic 
flagella of B. burgdorferi play an important role 
in transmission and infectivity. 

4. Chemotaxis

Some microorganisms use chemotaxis to 
migrate toward a chemoattractant or away 
from a chemorepellent in the environment. 
B. burgdorferi utilizes chemotaxis to colonize 
arthropod vectors and to infect mammalian 
hosts. 

Figure 5

Salp12 salivary protein serves as a chemoattractant for B. burgdorferi.

Note. Attachment of the I. scapularis tick to a host allows for the release of Salp12 salivary protein into 
the host (46). B. burgdorferi swims up the Salp12 concentration gradient to encounter the tick. This 
process promotes colonization of the tick midgut, which will allow B. burgdorferi to be transmitted to 
the next mammal that the tick feeds on.
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The Salp12 salivary protein of the Ixodes 
scapularis tick serves as a chemoattractant for 
the bacterial cells that helps them colonize the 
arthropod vector (46). When uninfected ticks 
take a blood meal from an infected reservoir 
such as the white-footed mouse (Peromyscus 
leucopus), Salp12 diffuses into the host, attract-
ing resident B. burgdorferi cells (Figure 5). This 
allows the bacteria to enter and colonize the 
arthropod midgut. Knockdown of salp12 results 
in a significant reduction of B. burgdorferi 
colonization of the tick, which demonstrates the 
importance of chemotaxis for transmission of 
the pathogen to its vector.

To colonize the mammalian host, a chemotactic 
response that involves the B. burgdorferi cheA2 
gene is required (69). This gene encodes the 
histidine kinase of a two-component regulatory 
system that controls the directional rotation 
of B. burgdorferi flagella. Mutations in cheA2 
result in unidirectional movement and failure 
to be attracted into the mammalian host upon 
tick attachment. Interestingly, while cheA2 
mutants are unable to establish an infection 
in mammals, they retain the ability to colonize 
ticks. Together, these studies show the key role 
that chemotaxis plays during transmission of B. 
burgdorferi to the human host.

Innate Immune Evasion

The innate immune system is a nonspecific, 
noninducible line of defense that protects fungi, 
animals, and plants against a broad range of 
pathogens. B. burgdorferi uses many methods to 
evade this first line of defense. 

1. Complement inactivation

The complement cascade is a tightly regulated 

pathway of sequentially activated proteins used 
to identify and eliminate pathogens through 
opsonization, phagocytosis, and formation 
of the membrane attack complex (MAC). B. 
burgdorferi expresses several Osps that disrupt 
this pathway including the surface lipoprotein 
BBK32, which binds and inactivates the C1 
protease complex (2). This is the initiating 
component of the complement cascade, and 
its inactivation prevents all downstream steps. 
BBK32 mutants exhibit decreased virulence, 
which demonstrates the importance of comple-
ment inactivation for successful infection. Other 
Osps involved in complement disruption such 
as OspA, OspC, and CspA function by convert-
ing the blood protein plasminogen to plasmin, 
which is a known inhibitor of the cascade (24, 
27, 55). 

2. Antimicrobial peptide resistance

Antimicrobial proteins and peptides (AMPs) are 
produced by the host immune system to defend 
against pathogenic bacteria. Lactoferrin is an 
AMP that inhibits microbial growth by scaveng-
ing free iron, which is a cofactor required by 
most bacteria (9). B. burgdorferi avoids the 
effects of lactoferrin by using a manganese 
cofactor for biological redox reactions instead of 
iron (2). Cathelicidin is another AMP produced 
by many mammalian cells. While this molecule 
usually functions by interacting with cell surface 
components to disrupt microbial membrane 
integrity, it exhibits limited binding to the B. 
burgdorferi outer membrane (63). Additionally, 
the B. burgdorferi BBA57 surface protein has 
demonstrated the ability to downregulate the 
expression of some AMPs such as bactericidal/
permeability-increasing protein (BPI), further 
promoting its virulence in hosts (6). 
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3. Phagocyte interference

The host immune response relies on phagocytic 
macrophages and dendritic cells to engulf 
and destroy foreign matter. While phagocytes 
effectively clear B. burgdorferi when exposed 
to purified bacterial cells in vitro, the pathogen 
can successfully evade these effects in vivo (16). 
This is likely due to the upregulation of the 
anti-inflammatory cytokine IL-10 in phagocytes 
upon B. burgdorferi engulfment. Normally, 
IL-10 functions to dampen the host immune 
response after pathogen clearance to prevent 
endogenous tissue damage. B. burgdorferi-in-
duced premature overproduction of IL-10 
inhibits the production of proinflammatory 
immune factors that are critical to the host’s 
defense. Macrophages deficient in the ability to 
produce IL-10 generate greater levels of proin-
flammatory cytokines during B. burgdorferi 
infection, which promote phagocytic events 
that aid in removal of the pathogen (16). These 
findings demonstrate the important role that 

reprogramming the host immune response 
plays during B. burgdorferi infection. 

4. Pleomorphic forms 

B. burgdorferi shows pleomorphism, which is 
the ability to alter cellular morphology. This is 
often used by organisms to survive in extreme 
environments. In addition to the dominant 
flat-wave morphology, B. burgdorferi has been 
observed in other forms including blebs, round 
bodies (RB), and biofilm-like (BFL) aggregates 
(Figure 6) (44). 

At 37˚C, nearly all B. burgdorferi cells are found 
in their dominant flat-wave or spirochetal 
form. Environmental stress signals such as 
extreme pH, high temperatures, and high levels 
of reactive oxygen species (ROS) result in a 
conversion of flat-wave cells to other forms 
such as RBs, which have reduced metabolic 
requirements (47). Subsequent removal of B. 
burgdorferi from these unfavorable conditions 
causes a reversion back to the dominant 

Figure 6

B. burgdorferi cells can be found in four distinct morphologies.

Note. Schematic representation of B. burgdorferi pleomorphic forms based on images obtained from 
differential interference contrast (DIC) microscopy (44). Flat-wave spirochetes (A), blebs (B), round 
bodies (RB; C), and biofilm-like aggregates (BFL; D) are not drawn to scale.
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flat-wave morphology. Additionally, low levels 
of BFL aggregates are thought to exist in all 
environmental conditions where, like biofilms, 
they promote attachment to host tissues and 
resist phagocytosis (44). These findings support 
the idea that B. burgdorferi enhances its surviv-
al by altering its morphology as environmental 
conditions change. 

The human body contains many microenvi-
ronments where B. burgdorferi may exist in 
different pleomorphic forms. To more success-
fully diagnose and treat LD, it will be important 
to continue exploring the physiological niches 
where each morphology dominates. This 
will guide the pharmacological development 
of novel treatments that more precisely and 
accurately target each distinct morphology of B. 
burgdorferi. 

Adaptive Immune Evasion

Unlike the nonspecific innate immune system, 
the adaptive immune system defends against 
specific pathogens using antibodies and 
immune cells produced in response to a past 
exposure. B. burgdorferi disrupts the normal 
functioning of the adaptive immune system in 
many ways, three of which will be described in 
this review. 

1. Germinal center disruption

During an infection, antigen-presenting cells 
(APC) display segments of immunogenic 
proteins from a phagocytosed pathogen on 
the major histocompatibility complex class 
II (MHC II) molecules on their cell surface. 
Next, these APCs present the antigens to 
B- and T-lymphocytes in secondary lymphoid 
tissues such as the spleen and lymph nodes. In 

these tissues, germinal centers form, and it is 
within these structures that antibody-produc-
ing plasma cells and B-lymphocytes develop 
to confer long-term immunity. During a B. 
burgdorferi infection, the host immune system 
generates structurally defective, short-lived 
germinal centers that are unable to generate 
high quantities of antibody-producing immune 
cells (20). This leaves the host immunosup-
pressed and allows B. burgdorferi to cause 
further infection. 

2. Antibody class switching

Several classes of immunoglobulins (Igs) exist, 
each with a unique function in the host immune 
response. During an infection, the host’s 
ability to shift production from one Ig class 
to another is useful in targeting pathogenic 
microorganisms located in multiple tissue types. 
Upon B. burgdorferi infection, pentameric IgM 
molecules are produced in high quantities, 
while monomeric IgG production is suppressed 
(28). IgG is the major circulating Ig found in 
the blood, and downregulating its production 
results in a less effective immune response. This 
is yet another way that B. burgdorferi manip-
ulates the host immune response to further 
propagate an infection. 

3. Antigenic variation

B. burgdorferi modifies its immunogenic cell 
surface proteins in a process called antigenic 
variation, which promotes evasion from the 
host’s adaptive immune response (15, 79). For 
example, the immunoreactive VlsE surface 
lipoprotein encoded on lp28-1 undergoes 
frequent modification (Figure 7). Upstream of 
the vlsE locus are 15 silent vls cassettes that 
randomly recombine into the expressed region 
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of the gene during B. burgdorferi infection. 
This results in a mosaic VlsE with an estimated 
1040 possible variants. Continuous modification 
of the structure of this surface lipoprotein 
prevents previously generated immune factors 
from functioning properly.

Incidence and Reporting of Lyme Disease

Understanding the epidemiology of vector-
borne diseases such as LD is critical for disease 
prevention. The incidence rate and geographic 
distribution of infections provides health 
officials with pertinent information that can 
be used to organize public health efforts in 
high-risk areas. This section of the review will 
focus on LD surveillance, limitations in report-
ing, and ecological challenges that exacerbate 
the spread of disease. 

1. CDC case definition

The CDC has published clinical guidelines 
that define a LD diagnosis (12). The 2022 case 
definition requires specific clinical and labora-

tory criteria to be met. Clinically, a patient must 
present at least one early or late-stage manifes-
tation including EM, arthritis in one or more 
joints, nervous system abnormalities (lympho-
cytic meningitis, facial palsy, or unexplainable 
encephalomyelitis), or cardiovascular involve-
ment (atrioventricular conduction defects). The 
laboratory criteria include at least one of the 
following: isolation of B. burgdorferi in culture, 
detection of B. burgdorferi by polymerase chain 
reaction (PCR), detection of B. burgdorferi 
antigens by immunohistochemical assay, or a 
positive two-tier serology test.

2. Surveillance data

Since its discovery, LD has been recognized 
throughout the world, particularly in Europe 
and Asia, and outside of the Northeast or New 
England region of the United States (67). 
Although surveillance in other countries is 
difficult, there are an estimated 85,000 cases 
annually in Europe, with the majority occurring 
in Germany, Austria, Slovenia, and Sweden. 

Figure 7

vls cassette recombination leads to highly varied VlsE proteins.

Note. Antigenic variation of the B. burgdorferi immunogenic VlsE surface lipoprotein encoded on 
lp28-1 is accomplished through recombination events between the upstream, silent vls cassettes and 
the downstream expressed region (15). This allows the pathogen to continuously modify the structure 
of the expressed antigen, which provides a mechanism of immune evasion.

https://ndc.services.cdc.gov/case-definitions/lyme-disease-2022/
https://ndc.services.cdc.gov/case-definitions/lyme-disease-2022/
https://ndc.services.cdc.gov/case-definitions/lyme-disease-2022/
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In the US, LD is the most common vector-
borne disease affecting an estimated 476,000 
people annually from 2010-2018 (33, 34, 52). 
Most cases present in just a few states, with 
the highest incidences being reported in the 
Northeast, Mid-Atlantic, and upper Midwest 
regions (Figure 8) (67). According to the CDC, 
most cases occur in the summer months from 
June to August, which coincides with nymphal 
scavenging (13). 

In the Northeast, there have been drastic spikes 
in disease occurrence, particularly in Maine 
where the incidence quadrupled between the 
years 2005 and 2015 (67). Northern expansion 
of LD is occurring, and this trend is expected to 
persist as the suitable habitat for ticks continues 
to expand (54). 

In the Midwest, cases are on the rise with the 
majority concentrated in Wisconsin, Minne-

Figure 8

3-year (2018-2020) average LD incidence by state.

Note. The CDC considers a state “high risk” if it has greater than 10 confirmed cases of LD per 100,000 
persons for three reporting years. In this review, states with 1-10 cases per 100,000 persons are consid-
ered to have moderate risk. This figure is based on data reported in reference 13.
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sota, and northern Illinois (67). According to 
the CDC, Wisconsin had the fourth highest 
incidence of LD in 2019 behind Pennsyl-
vania, New York, and New Jersey (13). Past 
models predicted further spread of Ixodes 
ticks throughout the Midwest into northern 
Michigan, the Ohio River Valley, and northwest 
Minnesota, which has indeed been observed in 
recent years (26). 

In the Southeast, LD incidence is relatively low 
despite vectors being well established in areas 
such as coastal Florida, South Carolina, North 
Carolina, and Georgia (67). In this region, 
Ixodes affinis and I. minor ticks harbor B. 
burgdorferi, but these species lack the quest-
ing ability of I. scapularis and rarely feed on 
humans (4). Reported north to south gene flow 
of I. scapularis raises the possibility of altered 
southeastern tick behavior to that of the quest-
ing northern ticks, which could lead to a greater 
incidence of LD in this region in the future (78). 

3. Limitations in reporting

LD has been a nationally reportable disease 
since 1991 (10). This means that physicians 
are required to report cases to state and local 
health departments who relay this informa-
tion to the CDC. Due to the disease’s recent 
characterization, the CDC points out limita-
tions in surveillance that prevent the accurate 
estimation of LD incidence. These include both 
under-reporting in high incidence areas and 
over-reporting in low incidence areas due to 
clinical misclassification, inconsistencies in the 
funding and practices of health departments 
from one state to the next, and the collection 
of LD data based on area of residence rather 
than the location of exposure. The latter leads 

to the misinterpretation of surveillance data 
for tourists who account for a significant 
proportion of cases. Furthermore, the LD case 
definition has undergone five modifications 
since deemed nationally reportable in 1991, 
which makes it more difficult for clinicians to 
stay current with reporting guidelines. Due to 
these limitations, the CDC estimates that the 
actual number of annual LD cases is about 10 
times greater than what is reported. 

The recent COVID-19 pandemic has also 
greatly affected the reporting of many diseases 
including LD (36). While surveys indicated 
that Americans spent more time outdoors in 
2020 than in 2019 putting them at greater 
risk for LD, the CDC reported about half the 
number of confirmed cases (13). One group of 
researchers successfully predicted this discrep-
ancy before the CDC published their 2020 
incidence data (43). Their study looked at the 
online traffic of the CDC’s tick removal website 
as an indirect quantifier of tick encounters (14). 
In 2020, the most recent year with published 
LD data, there were 25% more online visits 
than in 2019 suggesting that more individuals 
found themselves at risk for developing LD. 
Conversely, emergency department visits for 
tick bites and the frequency of LD diagnostic 
testing were significantly reduced in 2020. 
This was likely due to health officials and 
clinicians being preoccupied during the initial 
spread of SARS-CoV-2 in the spring and early 
summer of 2020, which coincided with the 
peak seasons for tick bites. On top of this, 
many patients delayed or avoided seeking out 
healthcare for more minor affiliations, due to 
fear of contracting COVID-19 or contributing 
to overburdened healthcare systems (36). This 
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sudden change in LD reporting was not consis-
tent with long-term, epidemiological trends, 
which suggests that the COVID-19 pandemic 
significantly affected reporting. An organized 
public health effort is needed to address this 
discrepancy in LD reporting and restore a high 
standard of surveillance.

4. Climate and ecological challenges

After the colonial period in North America, 
deforestation, agricultural expansion, and 
urbanization drastically altered the landscape, 
which primed the area for LD spread (73). 
One way this has occurred is through shifts in 
predator community dynamics (35). Coyotes 
have replaced populations of both large and 
small predators such as wolves, bears, and foxes. 
The reduction in the number of foxes, which are 
more efficient predators of small mammals than 
coyotes, has decreased the amount of predation 
faced by B. burgdorferi’s main reservoir, the 
white-footed mouse. This has allowed the 
white-footed mouse to expand its home range, 
which has broadened the potential area of B. 
burgdorferi transmission to humans. Addition-
ally, the reduction of large predator populations 
along with vast agricultural expansion has 
allowed deer populations to flourish, increasing 
the reproductive range of LD vectors. 

The gradual increase in the temperature of 
the Earth’s atmosphere also plays a key role in 
host/reservoir expansion. Models used to study 
these effects suggest dramatic expansions of 
Ixodes tick populations, which will broaden 
the range of B. burgdorferi (56). Over the next 
four decades, the geographic distribution of 
the white-footed mouse is predicted to expand 
northward by about 300 kilometers (61). If this 

manifests, it will have significant effects on the 
distribution of LD. 

Disease Treatment and Prevention

Complete eradication of B. burgdorferi is 
implausible given its many hosts, reservoirs, 
and vectors. Rather, proper treatment of 
affected individuals and public health efforts to 
increase awareness of preventative measures in 
high-risk areas represent our best strategy to 
minimize the incidence of LD.

1. Treatment 

Early localized infection is often treated with 
oral antibiotics such as doxycycline, amoxicillin, 
cefuroxime, or azithromycin (76). Pregnant 
women and children under the age of eight 
should avoid the use of doxycycline due to its 
adverse effects on bone development (29).

Early disseminated infection is treated based 
on the affected tissues. Patients with Lyme 
carditis or severe Lyme neuroborreliosis often 
receive intravenously administered ceftriaxone 
or cefotaxime, followed by one of the oral 
antibiotic regimens used to treat early localized 
infections (77). When only mild nervous system 
involvement such as isolated facial nerve palsy 
presents, oral antibiotic treatment usually 
suffices (76). 

Treatment for late disseminated, chronic 
LD also depends on the presented signs and 
symptoms. If arthritis occurs without neuro-
logic involvement, oral antibiotics are usually 
administered. If cardiac or neurologic involve-
ment persists from the early disseminated phase 
of infection, intravenous antibiotic treatment 
may be necessary (76).  
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Prophylactic antibiotics are often prescribed in 
cases of suspected B. burgdorferi exposure after 
a tick bite. In a randomized clinical trial with 
patients that had removed an Ixodes genus tick 
within 72 hours, a single dose of doxycycline 
was 87% effective at preventing EM (49). This 
demonstrates the importance of immediate 
medical attention after a possible B. burgdorferi 
exposure to prevent long-term LD. 

2. Vector-focused approach

While the elimination of Ixodes genus ticks is 
highly unlikely due to their vast, expanding 
range, local measures can be taken to greatly 
reduce the chances of human-tick interactions. 
One such method involves the use of carbaryl, 
an insecticide that is also lethal to arachnids, 
which has proven extremely effective at elimi-

nating tick populations (66). Unfortunately, this 
is a broad-spectrum insecticide that also kills 
moths, beetles, cockroaches, ants, and mosqui-
toes, which could have negative ecological 
effects (51). This downside of the use of carbaryl 
should be weighed against the positive impact 
of treating outdoor public gathering spaces 
and private landscapes to limit B. burgdorferi 
exposures (Figure 9A). 

Permethrin is another insecticide that can 
be used against ticks, which poses little to no 
ecological threat since it is applied to clothing 
rather than broadly to the environment. Perme-
thrin-based treatment of clothes and shoes 
has proven effective at preventing tick bites, 
killing ticks upon attachment, and preventing 
the transmission of pathogens such as B. 

Figure 9

LD preventative measures.

Note. The common methods for preventing LD include targeting reservoirs and vectors as well as 
best practices for humans who may have encountered ticks. These measures include the treatment of 
landscapes with insecticides (A), frequent self-examination and prompt removal of attached ticks (B), 
immediate medical intervention after exposure (C), and vaccine development (D) (17, 49, 57, 66).
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burgdorferi (45). In a controlled study of the 
effectiveness of permethrin-treated outdoor 
gear, individuals wearing treated clothing 
received 3.36 times less tick bites than those 
wearing untreated clothing. Additionally, of 
the ticks attached to subjects, 97.6% were 
alive upon removal from individuals wearing 
untreated clothing, while only 22.6% of ticks 
were alive upon removal from those wearing 
permethrin-treated clothing. Outdoor gear can 
be purchased pre-treated with permethrin, or 
the insecticide can be applied at home carefully 
following the CDC’s recommendations which 
include wearing protective gloves, reading the 
directions before application, allowing clothing 
to dry before use, and avoiding direct exposure 
to skin (11). 

Other behavioral preventative measures should 
be taken to minimize the chances of acquiring 
LD. Frequent self-examination for ticks during 
and after outdoor activities in high-risk areas is 
critical (Figure 9B). As previously mentioned, 
there is a positive, nonlinear relationship 
between the duration of tick attachment and 
LD outcomes (57). Therefore, prompt removal 
of ticks and immediate prophylactic antibiotic 
treatment significantly decreases the chances 
of B. burgdorferi transmission (Figure 9C). 
Additionally, tucking pant legs into socks and 
covering bare skin in the outdoors are good 
strategies to prevent tick bites. Insect repellents 
that contain N, N-diethyl-meta-toluamide, 
commonly known as DEET, may also be helpful, 
but the effectiveness and duration of efficacy are 
inconsistent compared to other insecticides like 
permethrin (45). 

3. Reservoir-focused approach

Small rodent reservoirs such as the white-foot-
ed mouse play a critical role in transmission 
of B. burgdorferi to its arthropod vector. 
While culling reservoir populations has been 
proposed, this would likely have negative 
ecological consequences. Instead, researchers 
have turned to the treatment of reservoirs to 
reduce populations of ticks and therefore the 
LD-causing spirochete (42). This has been 
attempted through the dispersal of perme-
thrin-treated cotton in tick-infected areas, 
which is used by mice as nesting material. 
While this strategy significantly reduced B. 
burgdorferi transmission, additional research 
and development is needed to optimize the 
efficacy of this reservoir-focused treatment. 

4. Vaccination efforts

While vector- or reservoir-focused approaches 
may be beneficial, immunization represents the 
most effective method of disease prevention 
(Figure 9D). In 1998, the United States Food 
and Drug Administration (FDA) approved 
a recombinant B. burgdorferi OspA vaccine 
called LYMErix (58). This vaccine functions 
by inducing the production of antibodies that 
target and eliminate B. burgdorferi as it enters 
the body during a tick bite. Less than four years 
after becoming available to the public, LYMErix 
was removed from the market due to low 
sales, anti-vaccine backlash, safety concerns, 
and class-action lawsuits. Although the FDA 
investigated the safety concerns and concluded 
there was a lack of evidence for the claims, the 
vaccine has not been available to the public 
since early 2002 (53).
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Currently, companies such as Valneva are devel-
oping new LD vaccines designed to specifically 
protect individuals against North American 
and European strains of B. burgdorferi (17). 
These VLA15 protein subunit vaccines use 
the immunoreactive C-terminus of the OspA 
protein to induce protective immunity. They 
have proven effective in murine models and 
are currently undergoing human clinical 
trials. Wide-spread public acceptance of these 
vaccines in development represents our greatest 
potential defense against LD. 

Additionally, researchers have begun to explore 
wildlife vaccination as an approach to LD 
prevention (71). OspA-based oral bait vaccines 
for reservoir populations of white-footed mice 
have demonstrated the ability to reduce the risk 
of LD in preliminary studies. These vaccines 
elicit an immune response that protects these 
animals from infection and reduces transmis-
sion of the pathogen to its arthropod vector. 
Decreasing the number of B. burgdorferi-har-
boring vectors in the environment will reduce 
the chances of human infection. Once the 
efficacy of wildlife vaccination is optimized, this 
may represent a successful long-term strategy to 
disease prevention. 

Conclusion

B. burgdorferi, the causative agent of LD, is a 
highly complex parasite that uses an arthropod 
vector for transmission to mammalian hosts. 
The high rate of infection achieved by this 
spirochete is mainly derived from its unique 
ability to both evade and disrupt various aspects 
of the host immune response as it disseminates 
throughout the body. Clinically, LD has a 
variable presentation which makes it difficult 

Glossary of Abbreviations
AMP: antimicrobial protein/peptide 

BFL: biofilm-like (aggregates)

BSK: Barbour-Stoenner-Kelly media

CDC: Centers for Disease Control and Prevention 

cp: circular plasmid 

EM: erythema migrans 

FDA: United States Food and Drug Administration 

Ig: immunoglobulin 

lp: linear plasmid 

LD: Lyme Disease

LYMErix: OspA Lyme Disease vaccine

Osp: outer surface protein 

RB: round bodies 

sRNA: small regulatory RNA

for physicians to diagnose and treat their 
patients. 

In the United States, LD is a major public 
health concern, especially in the upper Midwest 
and Northeast regions. Surveillance limita-
tions, a lack of public awareness, and failed 
vaccination efforts in the past represent some 
of the major challenges to disease prevention. 
Enhancing the general public’s understanding 
of the risks associated with outdoor activities 
and providing individuals in high-risk areas 
with everyday preventative measures can 
decrease the incidence of LD in the short-term. 
In the long-term, widespread acceptance of 
novel vaccines is likely our most promising 
solution. 

While LD presents several clinical and epidemi-
ological challenges, a collective and coordinated 
public health effort represents our greatest 
chance of controlling the deer tick’s dark secret.
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Abstract 

The COVID-19 pandemic has caused immense and immeasurable disruption to billions of lives 
worldwide, and the strain on healthcare workers and facilities will undoubtedly be seen for years to 
come. Many factors impact the incidence and prevalence of COVID-19 in states, such as policies and 
legislation, funding, partisanship of the statehouse, vaccination rates, and rurality. The purpose of 
this paper is to analyze the differences in the daily positive cases between Indiana and Washington 
State and examine the respective ways each state tried to mitigate the morbidity and mortality of the 
virus. Indiana and Washington State were chosen as the states have similar populations in different 
geographical locations in the country and varying responses to the pandemic. Data was obtained 
from the respective state health departments over a period of two and a half years from March 2020 
to December 2022. Independent t-tests were used for the analysis of the data between Indiana and 
Washington. Overall, Indiana had a higher daily positive case rate when compared to Washington. 
Indiana had a lower vaccination rate and had more hospitalizations and deaths compared to Washing-
ton and the US population as a whole. The difference in the findings of each state could be attributed to 
the partisanship of the state and the ways in which partisanship influences the enacting of legislation 
and policies intended to mitigate disease, as well as public health funding allocated by the state.

https://creativecommons.org/licenses/by-nc-nd/4.0/
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Introduction & History

The COVID-19 pandemic is a global health 
crisis caused by the novel coronavirus 
SARS-CoV-2. The virus, which causes a 
pneumonia-like illness in humans, was first 
identified in Wuhan, China in December 2019 
originating from a “wet market” in which infect-
ed live animals were sold for food, becoming 
zoonotic when it started infecting humans. This 
viral illness started quickly spreading through-
out China and other surrounding countries. In 
January 2020, the World Health Organization 
(WHO) declared this outbreak of the novel 
coronavirus a public health emergency, and by 
March 2020, the WHO declared it a worldwide 
pandemic, at which point there were more than 
118,000 cases in 114 countries and more than 
4,000 documented deaths globally (9).

The first case of the novel coronavirus in the 
United States was reported on January 20th, 
2020, in Seattle, Washington after family-re-
lated travel to Wuhan, China (9). By April 10th, 
2020, the United States had become a global 
hotspot for the SARS-CoV-2 virus, with more 
than 500,000 cases since January (9). As the 
only industrialized country without universal 
healthcare and equitable access to care, the 
United States was especially susceptible to a 
high rate of spread, quickly surpassing China to 
become the epicenter of cases in the world early 
in the pandemic (18).

Two weeks prior to the Trump Administration’s 
issuance of a nationwide emergency, Gover-
nor Jay Inslee of Washington State issued a 
statewide emergency on February 29th, 2020, 
making it the first state to implement public 

health interventions to slow the spread of the 
virus (12). By the end of March 2020, many 
state and local governments had issued similar 
statewide emergencies and implemented 
various public health measures to slow the 
spread of this novel virus, one of these states 
being Indiana who declared a statewide public 
health emergency on March 6th, 2020. These 
public health measures included lockdowns/
travel restrictions, social distancing, and face 
covering mandates, recommended by the World 
Health Organization (WHO) and Centers for 
Disease Control and Prevention (CDC) based 
on evidence-based practices for mitigating 
airborne or droplet transmitted diseases. 
Various states implemented much stricter 
mitigation measures, while other states were 
much laxer in the policies they implemented. 

Since early 2020, the pandemic has had a 
profound impact on the global economy and 
healthcare systems. The hospitals and health-
care systems in many countries – including 
the United States – were overwhelmed, 
underprepared, and vastly understaffed for 
the influx of patients admitted with this virus. 
Shortages of personal protective equipment 
and medical supplies became the norm after 
the pandemic caused severe disruptions in the 
global supply chain. Vaccines were developed 
and approved for emergency use in record 
time, with the first vaccine doses administered 
to healthcare workers and first responders in 
December 2020. While vaccines have been 
effective in reducing the severity of illness 
and hospitalizations, new variants of the virus 
have emerged, and the pandemic continues 
to pose a significant public health threat. The 
purpose of this paper is to compare disease 
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morbidity and mortality between two states of 
similar populations – Indiana and Washington 
State – with varying degrees of public health 
policy and mitigation strategies. The two states 
are relatively similar in population (IN: 6.7 
million; WA: 7.6 million) (37) and have a few 
similar demographics; they both have the same 
median age of 37.8 years, they have a similar 
female population percentage (IN: 50.4%; WA: 
49.6%), and similar high school education levels 
(IN: 89.8%; WA: 91.9%) (35,36). Although 
these are a handful of the similarities between 
Indiana and Washington, there are some major 
differences; for example, Indiana is located in 
the Midwest region of the United States, while 
Washington is located in the Pacific Northwest. 
These states also differ historically in their 
political outlooks. In the 2020 Presidential 
election, 57% of voting-eligible residents in 
Indiana voted Republican, while only 38% of 
voting-eligible Washington residents voted 
Republican – compared to 41% and 58% voting 
Democrat, respectively (45,46). Historically, 
Indiana has been Republican-led since 2004, 
and Washington has been Democrat-led since 
1988. Analyzing two states in differing parts 
of the country with varying political views yet 
otherwise similar demographics allows for a 
diverse set of data to compare. 

Daily testing data from Indiana and Washing-
ton State was collected and analyzed compar-
atively using independent samples t-tests. 
Several sets of data were compared: each year of 
2020, 2021, and 2022, respectively; the Delta 
variant wave in mid-2021; the Omicron variant 
wave from December 2021 to January 2022; 
the 2020-2021 winter/respiratory season; the 
2021-2022 winter/respiratory season; and 

the entirety of the data from March 2020 to 
December 2022. 

The COVID-19 Delta and Omicron variant 
waves were compared as they were the two 
largest COVID-19 waves in the dataset and 
the most transmissible variants in the dataset, 
resulting in higher incidences (7,11,13, 20). The 
winter/respiratory seasons were also compared 
as respiratory illnesses tend to increase in the 
winter months in the peak influenza season 
from December to March.

The difference in policies implemented by each 
state as well as the partisanship of the state 
ultimately played a major role in determining 
the course and outcome of the pandemic by 
impacting the incidences of cases. The differ-
ences in data could be attributed to a variety 
of factors including vaccination rates, public 
health initiatives & legislation, funding, and 
access to healthcare facilities. 

Materials & Methods

Study Design

The COVID-19 incidences in Indiana and 
Washington State were compared using daily 
positive cases reported to each state’s respective 
department of health. The daily positive cases 
were collected for each state (Appendix A) and 
analyzed using independent T-tests on SPSS. 
To control for differences in population, each 
daily data point was divided by each state’s 
population (IN: 6.7 million; WA: 7.6 million), 
as reported by the 2020 Census Bureau (37) 
to standardize the values per 100,000 people. 
The statistical analyses were as follows: all 
time (March 2020 – December 2022); 2020 
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calendar year; 2021 calendar year; 2022 calen-
dar year; Delta variant wave (July-September 
2021); Omicron variant wave (November 
2021-January 2022); 2020-2021 Winter/Respi-
ratory Season; and 2021-2022 Winter/Respi-
ratory Season. Other values such as vaccination 
rates, death rates, and hospitalization rates were 
also collected and compared.

Statistical Analyses

To analyze the statistical differences between 
the case rates of Washington and Indiana, 
independent T-tests were used. To control 
for differences in population, the daily case 
counts were divided by their respective state’s 
population, as reported by the 2020 US Census 
Bureau. Independent T-tests were used to 
compare different data sets from the pandemic. 
The daily positive COVID-19 case rates for the 
two states were compared from the period of 
March 2020 to December 2022 using indepen-
dent t-tests. Analysis was also done on the 
individual years of 2020, 2021, and 2022 using 
independent t-tests, respectively. The Delta 
variant wave and the Omicron variant wave 
were also compared using independent t-tests 
as they were the two largest COVID-19 variant 
waves in the dataset. In addition, the COVID-
19 cases during the yearly flu/respiratory 
season from October to May – with peaks from 
December to March – was also analyzed using 
independent T-tests as respiratory illnesses 
tends to increase in the winter months. 

The daily case values were the primary compar-
ative analysis between Indiana and Washington, 
but other values were collected and compared 
as well. These values obtained from the State 
Departments of Health included hospitalization 

numbers, death counts, and vaccination rates. 
Hospitalization and death rates were calculated 
by dividing the total counts of hospitalizations 
and deaths from COVID-19 in the state by the 
total number of COVID-19 cases. The hospital-
ization and death counts were divided by the 
population of each respective state to get the 
standardized value per 100,000 people. 

Standard deviation was analyzed for each 
independent t-test performed and included 
in the subsequent data tables. Standard error 
was also used in the graphs indicated by the 
error bars on each column. Standard error was 
used in the graphs due to the sheer size of the 
data and because it does not follow a normal 
bell-curve distribution. 

Results

The general trend, after controlling for popula-
tion, showed that Indiana had a higher COVID-
19 incidence with a p value of <0.001. Indiana 
continued to have a higher incidence in all 
analyses, albeit not all results were statistically 
significant. The exceptions from the statistically 
significant p value are the daily case rates from 
the 2021-2022 respiratory/flu season (IN>WA, 
p = 0.134) and the 2022 calendar year (IN>WA, 
p = 0.419) (see Tables 1 & 3).

When compared to the total US data for hospi-
talization and death rates, Indiana had higher 
rates (7.64% and 1.28%, respectively) and 
Washington had lower rates (4.23% and 0.81%, 
respectively) than the US average (5.84% and 
1.08% respectively) (Table 5). Similarly, for both 
the primary series and the updated booster, 
Indiana had lower vaccination rates (57.1% 
and 10.4%, respectively) and Washington had 
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higher vaccination rates (76.1% and 24.5%, 
respectively) than the total US vaccination rate 
(69.3% and 16.3%, respectively) (Table 4).

Rurality was defined using the Federal Office 
of Management and Budget’s definition of a 
rural county which classifies a county as rural 
if the largest urban area in that county is less 
than 50,000 people (39). Using this definition, 
Indiana had a greater percentage of rural 
counties and a greater percentage of populates 
(78.3% & 34%, respectively) in those counties 
than the US average (65.2% & 14%, respective-

ly), while Washington had a lower percentage 
of rural counties and a lower percentage 
of populates (51.3% & 9.3%, respectively) 
compared to the US average (Table 6). 

The mean and standard error are graphed 
for each of the tables below. In addition, the 
maximum and minimum values for each month 
(March 2020 – December 2022) were graphed 
for each state (Figures 2 & 3). Public health 
funding data is also included for each state 
(Table 7).

Case Rates

Table 1

Daily case rates standardized per 100,000 people

Daily COVID-19 Case Rates (per 100,000)
Time State Mean SD p value

All Time  
(Mar 2020 – Dec 2022)

Indiana 29.13 37.69 < 0.001
Washington 20.25 32.16

2020  
(Mar 2020 – Dec 2020)

Indiana 25.94 31.36  < 0.001
Washington 10.46 11.32

2021 
(Jan 2021 – Dec 2021)

Indiana 30.67 26.53 < 0.001
Washington 19.48 17.98

2022  
(Jan 2022 – Dec 2022)

Indiana 30.21 49.91 0.419
Washington 29.47 48.62

Note. The mean and standard deviation for each state in each analysis is listed, with the corresponding p 
values of each analysis.
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Figure 1

Mean daily cases per 100,000 people and standard error of Indiana and Washington 
State for the years of 2020, 2021, 2022, and March 2020-December 2022.

Note. The numerical results of the statistical analysis can be found in Table 1.

COVID-19 Variant Waves Case Rates (per 100,000)
Time State Mean SD p value

Delta 
(July 2021 – Sept 2021)

Indiana 37.96 19.34 < 0.001
Washington 28.55 11.05

Omicron 
(Dec 2021 – Feb 2022)

Indiana 102.08 73.01 0.048
Washington 82.52 81.56

Table 2

Daily case rates standardized per 100,000 for each of the Delta and Omicron variant 
waves.

Note. The mean, standard deviation, and p values are listed for each state in each of the analyses.
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Figure 4

Mean daily cases and standard error for the Omicron and Delta variant waves standard-
ized per 100,000 people.

Note. Numerical results are shown in Table 2.

Table 3

Results from comparative analysis of daily cases for each of the winter/respiratory seasons 
standardized per 100,000 people

Winter/Respiratory Season Daily COVID-19 Case Rates (per 100,000)
Time Period State Mean SD p value

Flu Season 2021 
(Dec 2020 – Mar 2021)

Indiana 43.04 33.57 < 0.001
Washington 18.49 12.29

Flu Season 2022 
(Dec 2021 – Mar 2022)

Indiana 73.15 77.58 0.134
Washington 62.01 77.62

Note. The mean, standard deviation, and the corresponding p values for each analysis are listed.
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Figure 5

Mean daily cases and standard error per 100,000 people reported for Indiana and Wash-
ington for the 2021-2022 and 2022-2023 winter/respiratory seasons.

Note. Numerical results shown in Table 3.
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Other Factors

Table 4

Vaccination rates for Indiana, Washington, and the total United States.

COVID-19 Vaccination Rates
State Primary Series Updated Booster

Indiana 57.1% 10.4%
Washington 76.1% 24.5%
United States (total) 69.3% 16.3%

Note. Data is included for both the primary series and the updated booster. (10;17;43)

Table 5

Hospitalization and death rates and total hospitalizations and deaths from COVID-19 
standardized per 100,000 people for Indiana, Washington, and the total United States.

COVID-19 Hospitalizations & Deaths
State Hospitalization Rates Hospitalizations (per 100,000)

Indiana 7.64% 2391
Washington 4.23% 1070
United States (total) 5.84% 1860

State Death Rates Deaths (per 100,00)
Indiana 1.28% 388
Washington 0.81% 205
United States (total) 1.08% 337

Note. The hospitalization rates for each state were calculated by dividing the total number of COVID-19 
hospitalizations by the total number of COVID-19 cases reported. 
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Table 6

Rural county data for Indiana, Washington, and the total United States

Rural Counties
State % of Rural Counties % of Population in Rural Counties

Indiana 78.3% 34%
Washington 51.3% 9.3%
United States (total) 65.2% 14%

Note. A rural county is defined using the Office of Management and Budget’s definition of rural 
counties as an urban area less than 50,000 people (39). The percentage of rural counties was calculated 
by dividing the number of rural counties by the total number of counties. The percentage of population 
in rural counties was calculated by dividing number of inhabitants in the rural counties by the total 
state population. 

Table 7

Public health funding data from Indiana and Washington state

Public Health Funding
State Funding per 

person (2019)
Funding per person 

(2021)
Public Health Ranking

Indiana $15 $15 40th 
Washington $46 $89 9th 

Note. Data includes per person public health funding for 2019 and 2021 from State Health Compare 
(30 & 40).
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Discussion

The COVID-19 pandemic has had a severe 
impact on the global economy and on the lives 
of billions of people worldwide. The effects 
of this pandemic on healthcare systems and 
individuals will be seen for decades to come. 
A comparative analysis of daily cases from 
Indiana and Washington State and the effect 
of the implemented public health policies of 
each respective state were used to determine 
the best practices to mitigate disease for future 
public health emergencies. The mitigation 
strategies such as social distancing guidelines 
and face mask mandates implemented had a 
direct impact on the incidence and prevalence 

of COVID-19 cases. The implementation of 
such policies is crucial in reducing the spread 
of COVID-19 and mitigating the impact of the 
pandemic on society. 

Health is multi-factorial, so it is difficult to 
pinpoint the exact cause of the differences in the 
cases between Indiana and Washington state; 
however, there are several factors that have 
been shown to impact the incidence and preva-
lence of disease which are directly applicable 
here. Tables 1, 2, and 3 demonstrate the general 
trend that Washington had a lower daily case 
incidence than Indiana, albeit insignificantly 
during the 2021-2022 winter/respiratory season 
(Table 3) and the 2022 calendar year (Table 

Graphs

Figure 2

Maximum and minimum reported cases per 100,000 people per month from March 2020 
to December 2022 in Indiana.
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Figure 3

Maximum and minimum reported cases per 100,000 people reported per month from 
January 2020 to December 2022 in Washington State

1). In addition to generally having a smaller 
daily case rate, Washington’s peaks tended to 
have a shorter duration than Indiana’s peaks 
during the different variant waves (Figure 4). 
The phrase “flattening the curve” was used in 
early 2020 to describe the intended effect of 
the mitigation strategies, and it is illustrated 
in the differences of the peaks (Figures 2 & 3). 
These states vary in the legislation and imple-
mentation of public health policies designed 
to mitigate the spread of disease; without such 
measures, morbidity and mortality would have 
likely been much higher. 

The difference in the data could be largely 
attributed to the implementation of policies 

meant to reduce the transmission of disease 
(such as mask mandates and social distanc-
ing guidelines) and vaccination rates. Other 
factors contributing to the differences in data 
include public health funding which impacts 
access to healthcare (including testing sites), 
and education initiatives which combat the 
misinformation crisis. The combination of these 
factors ultimately helped dictate the course of 
the pandemic in each state. 

Immunizations are used to prevent severe 
illness and death from infectious diseases, and 
the COVID-19 virus is no different. The first 
doses of the COVID-19 vaccine were adminis-
tered to healthcare workers and first responders 
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in December 2020, with the general population 
receiving doses based on a roll-out schedule in 
early 2021.  Washington had a primary series 
of vaccination rate of 76.1% (Table 4) and 
Indiana’s primary series vaccination rate was 
57.1% (Table 4). As vaccination prevents severe 
disease resulting in hospitalization or death, 
the hospitalization and death data was also 
analyzed (Table 5). In Washington, 4.23% of 
cases resulted in hospitalization and 0.81% of 
cases resulted in death, and 7.64% of cases in 
Indiana resulted in hospitalization and 1.28% 
of cases resulted in death (Table 4). Washington 
had 1070 hospitalizations per 100,000 people 
(Table 5) and Indiana had over twice that 
number with 2391 hospitalizations per 100,000 
(Table 5). The higher rates of hospitalization 
and deaths are inversely correlated with 
vaccination rates; the greater percentage of the 
population that is vaccinated against the virus, 
the lower the hospitalization and death rates 
are.

Public health policies such as mask mandates, 
social distancing, and lockdowns were 
implemented to slow the spread of the virus. 
Although each individual policy is effective, the 
greatest outcome on the incidence and preva-
lence of cases was found to be a combination 
of such factors (23). In addition to the policies, 
the timing and duration of the policy imple-
mentation was also important – factors found 
to be notably influenced by political factors 
in the state, such as the partisanship of the 
state governor (1,2,5). Generally, Democratic 
governors tended to implement statewide mask 
mandates and stay-at-home orders sooner than 
their Republican counterparts, and they also 
tended to continue having these policies in 

place for a longer period (5). States which were 
quicker to implement policies and leave them 
in place for a longer duration saw a reduced 
incidence and prevalence in COVID-19 cases 
while states which were slower to implement 
policies and quicker to rescind them had the 
opposite effect (25). Washington tended to have 
a reduced incidence and prevalence of cases 
compared to Indiana (Table 1). Washington is 
Democratic-led and was the first state to imple-
ment any mitigation policies, and yet was one 
of the last states to rescind its mask mandate 
in 2022 (44) and had a smaller case incidence. 
Indiana is Republican-led and was one of the 
first states to rescind its mask mandate in early 
2021 (21), less than one year after implement-
ing it – a factor the higher daily case incidence 
can likely be attributed to. 

Similarly, public health funding – which 
impacts the mitigation strategies implement-
ed – is also influenced by partisanship of state 
government; Democratic-led states tend to 
allocate more funds toward public health and 
education, while Republican-led states tend 
to allocate funds away from public health (6). 
Public health funding is important in expand-
ing access to healthcare facilities – including 
COVID-19 testing locations – but it is also criti-
cal in educating the public on various health 
topics and combatting misinformation. When 
misinformation is combatted through education 
initiatives, it leads to higher levels of vaccina-
tion and higher rates of adherence to mitigation 
strategies such as masking and social distancing 
(29). These concepts are demonstrated in each 
respective state; Washington has historically 
ranked high for public health, while Indiana has 
historically ranked low – according to the CDC, 
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Washington had a public health ranking of 9th 
in the country, while Indiana had a ranking of 
40th (40). Furthermore, Washington’s response 
to the pandemic included an 93% increase in 
state public health spending per person from 
2019 to 2021 ($46/person and $89/person, 
respectively), while Indiana’s state public health 
spending remained stagnant at $15 per person 
from 2019 to 2021 (30). These contrarieties 
in public health funding can be directly seen 
in the availability of COVID-19 testing sites 
statewide; Washington had over 1000 testing 
locations (43), while Indiana had 554 testing 
sites (16). The lack of accessibility of healthcare 
sites and testing facilities disproportionately 
affects rural areas – communities that histor-
ically tend to be underfunded, lack healthcare 
infrastructure, and have higher rates of poverty; 
these discrepancies which have been further 
highlighted by the COVID-19 pandemic (8). 
Rural counties have been shown to have higher 
rates of COVID-19 and lower vaccination rates 
– oftentimes due to misinformation and lack 
of education surrounding vaccines and public 
health (8). Indiana’s low public health funding 
coupled with the state’s rurality (Table 7) likely 
contribute to the higher incidence and illustrate 
the impact of accessibility of healthcare and 
education on case incidence and prevalence in a 
community. 

While the general trend of data across the two 
states is that Indiana had a significantly higher 
daily case rate, the 2021-2022 winter/respira-
tory season (December 2021 – March 2022) 
(Table 3 & Figure 5), and the 2022 calendar 
year (Table 1 & Figure 1) are the exceptions with 

p values of 0.134 and 0.419, respectively. The 
commonality between these time frames is the 
peak of the Omicron variant wave, in which 
states were reporting cases of nearly 23,000 
cases per day. The Omicron wave from early 
December 2021 to early February 2022 had the 
highest reported daily case counts throughout 
the course of the pandemic, with the mean (IN: 
102.08; WA: 82.52, Table 2) being triple the 
mean of the Delta wave in mid-2021 (IN: 37.96; 
WA: 28.55, Table 2), and four times the mean of 
the entire dataset from March 2020 to Decem-
ber 2022 (IN: 29.13; WA: 20.25, Table 1). The 
number of cases reported during the nine-week 
long Omicron wave accounted for nearly thirty 
percent of all cases in the two-and-a-half-year 
duration of data, a significant percentage for 
such a short period of time. With the Omicron 
variant resulting in many asymptomatic infec-
tions, these numbers are probably vastly under-
reported as PCR tests were in short supply 
especially in states with limited testing; in 
addition, countless self-administered tests were 
not reported to the state health department. 

The variation of the p values could be attributed 
to testing availability. Washington has about 
twice the amount of testing locations in 
comparison to Indiana, meaning that COVID 
tests are more available and accessible to 
everyone, including those in rural counties who 
may typically lack access to healthcare services 
(16, 43). During the peak of the Omicron 
wave, Washington state also increased access 
to testing due to the increased incidence and 
prevalence of cases, which ultimately led to 
higher reported cases during the wave and 
throughout the rest of 2022; Indiana presum-
ably had similar case levels but due to lack of 
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testing accessibility, cases undoubtedly went 
untested, and therefore, unreported to the state. 
Increased access to testing sites allows individu-
als who are exposed to the virus or present with 
symptoms to be able to test without having to 
travel long distances. 

In relation to this dataset, the omicron variant 
was the most transmissible variant, with an 
estimated basic reproduction number (R0) 
between 10 and 24 – almost triple that of the 
delta variant, which was estimated between 5 
and 8 (11). The transmissibility of the omicron 
variant . The enhanced transmissibility and 
immune evasion cause rapid spread in commu-
nities; this sharp increase in cases is seen in 
Figures 2 and 3 which detail the highest and 
lowest reported daily cases of each month. In 
addition to its immune evasion properties, the 
omicron variant also causes more asymptomatic 
infections compared to other variants (11). 
Access to testing and healthcare facilities plays 
a critical role in catching these asymptomatic 
infections.

Despite the sociopolitical landscape of the 
state and the public perception of the disease, 
these policies – which are recommended by 
scientists and public health experts – should 
be implemented as soon as possible to curb 
new cases and prevent full-scale outbreaks, 
as well as mitigate the impact on society. The 
current trend of disseminating misinforma-
tion and rejecting evidence-based methods 
in government legislation is detrimental to 
the lives of countless individuals as well the 
effectiveness of mitigation strategies in future 
public health emergencies. If any lesson is to 
be learned from the death and disaster of the 

COVID-19 pandemic, it is that adequate public 
health funding and appropriate evidence-based 
policies implemented quickly are vital and 
essential to effectively reducing the morbidity 
and mortality of disease.
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Indiana and Washington dataset available at https://doi.org/10.33043/FF.10.1.38-57
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Abstract 

Moringa oleifera is hailed as the “miracle tree” for its impressive catalog of nutritional, medicinal, and 
water purification benefits. A (sub)tropical plant with a rapid growth rate (3–5 m in a single season), 
Moringa has proven beneficial in multiple ways in developing regions around the world. In addition to 
its high nutrient content and water clarifying properties, Moringa seed and leaf extracts have shown 
potential as natural antibacterial agents. Based on this, we anticipated that extracts from multiple 
species of Moringa would exhibit potentially useful antibacterial properties against a range of bacterial 
species. To explore this, both disk diffusion and minimum inhibitory concentration (MIC) culture 
techniques were employed to assess the inhibitory effects of seed and leaf extracts from M. oleifera 
and M. stenopetala against species of bacteria commonly used in research and teaching laboratories. 
Aqueous seed extracts from both Moringa species showed broad-spectrum activity but were especially 
effective at inhibiting the growth of Gram-positive bacteria, including species of Staphylococcus, Strep-
tococcus, and Bacillus. Moringa leaf extracts also exhibited antibacterial activity, with ethanolic leaf 
extracts showing greater efficacy than aqueous leaf extracts in disk-diffusion assays. Temporary acidi-
fication (1 h at pH 2) of Moringa seed and leaf extracts had a detrimental effect on their antibacterial 
activity. MIC assays using Moringa leaf extracts also showed more pronounced inhibition of Gram-pos-
itive bacteria (MIC = 12.5% v/v) versus Gram-negative species (MIC = 25% v/v). These results are of 
particular relevance in tropical areas where pharmaceutical drugs are scarce but Moringa is widely 
available and often used as a nutritional supplement. Moreover, the rising threat of multi-drug resis-
tant pathogens lends greater importance to the study of antibacterial plant products that ultimately 
may find application in the clinical setting.
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Introduction

Recent explorations in herbal medicine among 
the scientific community have shown potential 
for the development of new antimicrobial 
products from various plant species for use in 
both developing regions having little access to 
pharmaceutical drugs and in developed areas 
that have experienced a rise in bacterial infec-
tions caused by antibiotic-resistant strains (2, 3, 
4, 7, 17, 28, 30). One such medicinal plant that 
has experienced a degree of commercialization 
in recent years is Moringa oleifera (also called 
the “horseradish tree,” “drumstick tree,” and, 
more recently, the “miracle tree”), a drought-re-
sistant and rapidly growing tree species native 
to India but which is now widespread in tropi-
cal and subtropical regions around the world. 
Growing to a maximum height of about 12 m 
but usually pruned yearly to ease harvesting, 
the use of M. oleifera leaves as a nutritional 
supplement and herbal medicine has been well 
documented (12, 15, 23, 24, 25, 27). M. oleifera 
leaf powder contains unusually high levels of 
protein, iron, calcium, magnesium, potassium, 
several vitamins (e.g., β-carotene and vitamins 
B2, B6, and C), and dietary fiber and other 
complex carbohydrates (15). Because of this, 
M. oleifera products have been incorporated 
into feeding programs where malnutrition is 
prevalent. M. stenopetala also has an unusually 
high nutrient content, but as this species occurs 
only in northeastern tropical Africa, the use of 
M. stenopetala as a nutritional supplement is 
limited mainly to regions in which the plant is 
indigenous (19).

In addition to their nutritional benefits, the 
potential of Moringa spp. as new sources of 

antimicrobial products is becoming more 
widely recognized (5, 8, 11, 20, 22, 27, 29). 
Extracts of seeds and leaves of Moringa spp. 
exhibit antibacterial properties through direct 
inhibition of growth in culture-based experi-
ments. As has been shown using leaf extracts 
in experiments with Xanthomonas campestris 
(13) and Erwinia amylovora (14), this inhibi-
tion is primarily due to the production of 
compounds that compromise the structural 
integrity of the cytoplasmic membrane. Several 
decades ago, Eilert et al. (9) described both 
antibacterial and antifungal activity of Moringa 
extracts and identified 4-(a-L-rhamnosyloxy) 
benzyl isothiocyanate as an active compound 
in aqueous preparations. However, other 
compounds, including phenolic acids, flavo-
noids, and alkaloids, likely also contribute to 
the antibacterial activity of these extracts (13). 
Manilal et al. (20) recently showed antibacterial 
activity of Moringa stenopetala extracts on par 
with clindamycin and vancomycin controls 
against clinical isolates of methicillin-resistant 
Staphylococcus aureus (MRSA), and several 
other studies have shown inhibitory activity of 
Moringa extracts against a variety of human 
pathogens, including Proteus mirabilis, 
Helicobacter pylori, and Bacillus cereus (5, 
11, 20, 27). Although documentation of the 
antibacterial activity of Moringa seed and leaf 
extracts is expanding, the clinical potential of 
these natural products is unknown, and further 
testing of these materials is both prudent and 
needed.

Based upon studies from other research groups 
and our own observations (21), we predicted 
that crude seed and leaf extracts from multiple 
species of Moringa would exhibit broad-spec-
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trum activity against a variety of bacterial 
species. To test this prediction, we compared 
the growth-inhibitory activity of aqueous seed 
extracts and both aqueous and ethanolic leaf 
extracts from two Moringa species, M. oleifera 
and M. stenopetala, against selected species of 
Gram-positive and Gram-negative bacteria, 
some of which are known to cause opportunistic 
infections. In addition, the minimum inhibitory 
concentration (MIC) of aqueous Moringa leaf 
extracts was determined for several species of 
Gram-positive and Gram-negative bacteria. 
Finally, as Moringa leaves and seeds are 
commonly consumed as dietary supplements 
and could potentially have an inhibitory effect 
on susceptible members of the intestinal 
microbiota, we have simulated passage of these 
plant products through the stomach by testing 
the effect of a temporary shift to acid pH on 
the antibacterial activity of both aqueous and 
ethanolic Moringa extracts. Abolishment of 
the antibacterial efficacy of Moringa extracts 
following exposure to low pH would suggest 
that these plant products can be consumed for 
nutritional purposes without concern that the 
composition of the gut microbiota would be 
detrimentally or otherwise affected.

Materials and Methods

Bacterial Cultures

Species of bacteria used in this study 
consisted of strains commonly employed in 
general microbiology teaching laboratories. 
Gram-positive species included Bacillus cereus 
(ATCC 14579), Staphylococcus aureus (ATCC 
29213), Enterococcus durans (ATCC 6056), 
Corynebacterium xerosis (ATCC 373), Listeria 
monocytogenes (ATCC 15313), Streptococcus 

agalactiae (ATCC 13813), and Micrococcus 
luteus (ATCC 4698). Gram-negative test bacte-
ria included Proteus vulgaris (ATCC 6380), 
Yersinia kristensenii (ATCC 33639), Serratia 
liquefaciens (ATCC 27592), and Escherichia coli 
(ATCC 25922). Source cultures of all bacteria 
used to inoculate experimental media were 
routinely grown in BD Bacto™ tryptic soy broth 
(Becton, Dickinson and Company) at pH 7 and 
37 °C.

Moringa Seed and Leaf Extract Preparation

Seeds of Moringa oleifera and Moringa steno-
petala used in this study were obtained from 
Educational Concerns for Hunger Organization 
(ECHO; www.echonet.org, Fort Myers, Florida, 
USA). Leaves from each Moringa species were 
obtained from plants propagated from seeds 
in our laboratory. To obtain the seed extracts, 
the dried Moringa seed pods were husked by 
hand, revealing the small, white pit in each pod. 
The seeds were then ground into a fine powder 
using a mortar and pestle.

For preparation of Moringa seed extracts, 3 g of 
the powdered seed were combined with 15 ml of 
warm (60 °C) ddH2O and mixed by hand for 5 
minutes using a glass rod. The slurry was then 
transferred to tubes and placed in a centrifuge 
at 3000 rpm for 10 minutes at room tempera-
ture. After centrifugation, the supernatant was 
extracted using a micropipette and vacuum 
filtered to remove any remaining suspended 
particles. The vacuum-filtered extract was then 
sterilized by pushing through a 0.45 µm cellu-
lose acetate (CA) membrane filter into a sterile 
petri dish.
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Moringa leaves used for extract preparation 
were washed and dried thoroughly prior to 
processing. Leaf extracts from Moringa spp. 
were obtained by macerating 12 g of leaf tissue 
in 20 ml ddH2O. This slurry was then filtered 
through five layers of cheesecloth into two 
15 ml conical tubes, which were placed in a 
centrifuge at 3000 rpm for 10 min. For each 
Moringa species, the leaf extract supernatant 
was collected, and 10 ml were filtered through 
a 0.45 mm CA membrane filter into a sterile 17 
ml test tube. Preparation of the ethanolic leaf 
extracts was the same as water extraction except 
that the ddH2O was replaced with 20 ml of 70% 
ethanol.

Disk Diffusion Assays

Using ethanol-flamed forceps, pre-sterilized 
blank disks (6 mm in diameter; Becton, Dickin-
son and Company) were aseptically placed in 
Petri dishes that contained a single, sterile plant 
extract (either M. oleifera or M. stenopetala seed 
or leaf extract) in order to test for antibacterial 
activity using a modification of the disk-dif-
fusion method described by Bauer et al. (6). 
Other Petri dishes used for soaking blank disks 
contained either filter-sterilized ddH2O or 70% 
ethanol to be used as negative controls. All disks 
were soaked for 15 min before experimental use.

To perform the disk diffusion plate assays, 
each species of bacteria was inoculated onto 
the entire surface of triplicate plates of Difco™ 
Mueller-Hinton agar. Plates were inoculated 
from fresh tryptic soy broth cultures (OD600 of 
0.05) of each bacterial species using pre-ster-
ilized cotton swabs that had been inserted into 
the cultures and spread in multiple directions 
on the agar surface to produce a “lawn” of 

bacterial growth after incubation. Disks 
containing either crude Moringa extract or 
sterile solvent (either ddH2O or 70% ethanol, 
depending on the experiment) were placed 
on the inoculated plates in labeled quadrants 
using ethanol-flamed forceps. Four disks were 
placed on each agar plate: 1) a disk impregnated 
with M. oleifera seed or leaf extract; 2) a disk 
impregnated with M. stenopetala seed or leaf 
extract; 3) a disk infused with 30 mg of the 
broad-spectrum antibiotic tetracycline (Becton, 
Dickinson and Company) as a positive control; 
and 4) a disk containing only sterile solvent 
(i.e., no Moringa extract) as a negative control. 
Once in place, the disks were pressed gently 
into the agar surface with the forceps to ensure 
they would not move or become detached when 
inverted for incubation. All test plates were 
incubated at 37 °C for 24 h.

Following incubation, antibacterial activity 
was assayed by measuring the diameter (to the 
nearest mm) of zones of inhibition around the 
disks on each plate culture. Measurements of 
zones of inhibition shown in each graph are 
averages of triplicate cultures for each bacterial 
species tested and are expressed as the mean 
± standard error. Statistical significance (P 
≤ 0.05) determinations of growth inhibition 
among tested groups and controls were 
performed using one-way analysis of variance 
(ANOVA) followed by Tukey’s honest significant 
difference (HSD) test.

To simulate and test the effect of oral ingestion 
of Moringa leaf and seed products on antibac-
terial activity, we subjected both aqueous 
and ethanolic Moringa extracts to temporary 
acidification. For this procedure, the pH of 
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each extract was dropped to pH 2 using a 
sterile solution of 1 M HCl. After 1 h at room 
temperature (~23 °C), the pH of each extract 
was raised to neutral (pH 7) using sterile 1 M 
NaOH. Sterile blank disks were then soaked 
in the extracts, and disk diffusion experiments 
were conducted as described above.

Minimum Inhibitory Concentration (MIC) Assay

MIC assays were performed in triplicate using 
Moringa oleifera aqueous leaf extract. Ten test 
tubes were used for each MIC experiment, with 
tube 1 initially containing 10 ml of 100% crude 
Moringa leaf extract (obtained as described 
above) and tubes 2–10 containing 5 ml sterile 
tryptic soy broth (TSB). A serial dilution was 
then performed in which 5 ml of leaf extract 
from tube 1 was aseptically transferred to tube 
2, producing a 1:2 dilution. After mixing well, 
5 ml from tube 2 was transferred to tube 3 and 
mixed. Dilutions continued in this way through 
tube 9. After mixing, 5 ml was removed from 
tube 9 and discarded. This resulted in all 10 
tubes having a final volume of 5 ml, with tube 
1 containing 100% Moringa extract, tubes 2–9 
containing two-fold decreasing concentrations 
of extract, and tube 10 serving as a control 
containing 100% TSB (i.e., no extract). All ten 
tubes were then inoculated with a test species 
of bacteria using a loop (a different 10-tube set 
was required for each species of bacteria tested 
for all three trials).

After a 24-h incubation (unshaken) at 37 °C, 
growth in each of the tubes was assessed by 
visual inspection for turbidity, and the MIC 
for each bacterial species was recorded as the 
tube containing the highest dilution of extract 
that showed no growth. The recorded MIC 

was confirmed by transferring a portion of the 
contents of each tube onto separate plates of 
tryptic soy agar (TSA) by streaking for isolation 
and checking for growth after incubation (37 °C 
for 24 h).

Results and Discussion

Antibacterial Activity of Aqueous Moringa Seed 
Extracts

In recent years, several studies have demon-
strated the antibacterial activity of extracts 
from various species of Moringa, especially 
Moringa oleifera (5, 8, 11, 13, 14, 16, 18, 20, 21, 
24, 26, 29). In agreement with these reports, 
most of which employed extracts from a single 
Moringa species against one or a few species of 
bacteria, we observed antibacterial activity of 
seed extracts made from two different Moringa 
species against a diversity of both Gram-posi-
tive and Gram-negative bacteria, some species 
of which, to our knowledge, have not been 
included in previous studies (e.g., Enterococcus 
durans, Yersinia kristensenii, Serratia liquefa-
ciens, Streptococcus agalactiae, and Corynebac-
terium xerosis).

Disk diffusion assays showed that aqueous seed 
extracts of both M. oleifera and M. stenopetala 
inhibited the growth of a wide variety of bacte-
ria, with Gram-positive bacteria being especially 
susceptible. Zones of inhibition from Moringa 
seed extracts against Staphylococcus aureus 
were equal in size (~22 mm) to zones of inhibi-
tion produced by a tetracycline control disk (a 
zone of inhibition of >22 mm for Staphylococ-
cus spp. indicates susceptibility to tetracycline 
based on data from the European Committee 
on Antimicrobial Susceptibility Testing [10]). 
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Growth inhibition by Moringa extracts against 
other Gram-positive cocci, including Strep-
tococcus agalactiae and Micrococcus luteus, 
produced zones of inhibition that were of 
similar size (20–25 mm) to those observed with 
S. aureus (Figure 1). For Bacillus cereus, an 
endospore-forming Gram-positive rod, the sizes 
of the observed zones of inhibition by Moringa 
seed extracts indicated significant growth 
inhibition (P = 1.6 × 10-6) and actually exceeded 
that from tetracycline at about 20 mm versus 
13 mm, respectively (Figure 1). Another oppor-
tunistic Gram-positive rod, Listeria monocyto-
genes, was also inhibited by seed extracts from 
both Moringa species. However, with zones of 
inhibition having an average diameter of 16 mm 

versus 30 mm, the antibacterial effect of the 
Moringa extracts was less than that observed 
with the tetracycline control (Figure 1).

Although an inhibitory effect was still evident 
against them, Gram-negative bacteria as 
a whole showed less sensitivity to aqueous 
Moringa seed extracts than Gram-positive 
bacteria. The four Gram-negative bacteria 
tested were all of the family Enterobacteri-
aceae. Of these species, Proteus vulgaris, an 
opportunistic pathogen often responsible for 
urinary tract infections, had the largest zones 
of inhibition (~15 mm) and was significantly 
affected (P = 4.6 × 10-6) by the Moringa seed 
extracts (Figure 1). By contrast, Escherichia coli, 

Figure 1

Antibacterial activity of aqueous seed extracts of Moringa oleifera and Moringa stenope-
tala against selected mostly Gram-positive bacteria, as compared to tetracycline and ster-
ile water controls.

Note. The average sizes (from triplicate samples) of zones of inhibition on disk diffusion plate assays are 
shown. A measurement of 6 mm is a baseline representing the diameter of the disks themselves and 
equates to no visible zone of inhibition.
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Serratia liquefaciens, and Yersinia kristensenii 
exhibited no significant susceptibility (P > 0.05) 
to the Moringa extracts over the sterile water 
control (data not shown). As was observed 
with the Gram-positive bacteria, there was no 
significant difference (P > 0.05) between the 
antibacterial activity of Moringa oleifera seed 
extract versus that of Moringa stenopetala.

Antibacterial Activity of Moringa Leaf Extracts

In addition to testing the antibacterial activity 
of Moringa seed extracts, we also collected and 
tested the potential for bacterial growth inhibi-
tion using both aqueous and ethanolic leaf 
extracts. Although a significant (P ≤ 0.05) effect 
was observed over sterile water controls (Figure 
2A), inhibition of bacterial growth by aqueous 
leaf extracts was less pronounced than that 
observed from aqueous seed extracts. This may 
be due to the antibacterial constituents being 
more concentrated in the seed extracts than in 
the leaf extracts, although other explanations, 
such as differences in the effectiveness of the 
extraction methods, are also possible.

For the Gram-positive bacteria tested, zones 
of inhibition around tetracycline control disks 
were approximately twice as large in diameter 
as zones of inhibition using Moringa leaf 
extracts, which ranged from 12–16 mm in 
diameter (mean = 13 mm) for both Moringa 
species (Figure 2A). As was the case using seed 
extracts, the inhibitory effect of the leaf extracts 
was generally less pronounced against the 
Gram-negative bacteria tested, which had zones 
of inhibition ranging from 7–11 mm in diameter 
(data not shown).

To potentially augment the antibacterial effect 

of the Moringa leaves, we repeated the test 
using ethanolic rather than water-based leaf 
extracts. Against the same bacteria, ethanolic 
Moringa leaf extracts produced larger zones 
of inhibition and, thus, a greater antibacterial 
effect than observed with water extraction. 
Other studies have shown a similar increase in 
antibacterial activity of ethanolic over aqueous 
M. oleifera extracts, and Hagos et al. observed 
greater antibacterial activity from methanol 
extraction over water extraction of M. stenop-
etala leaves (16, 26, 31). In the present study, 
sizes of the zones of inhibition using ethanolic 
leaf extracts from both Moringa species were 
similar and had average diameters ranging 
from 12–21 mm (mean = 17 mm) (Figure 2B), 
resulting in an approximately 30% increase in 
efficacy over aqueous leaf extracts.

Effect of Acidification on the Antibacterial Ac-
tivity of Moringa Seed and Leaf Extracts

Moringa seed pods and leaves can be an 
important nutritional supplement for peoples 
living in tropical and subtropical regions 
around the world (15, 23). Although consid-
erable work has been done to characterize the 
nutritive properties of Moringa products when 
prepared in various ways for human consump-
tion (15), to our knowledge, the potential effect 
of ingestion—and in particular the temporary 
acidification that occurs during passage through 
the stomach—on the antibacterial properties of 
Moringa has not been investigated.

In testing the effect of low pH on the antibacte-
rial properties of Moringa extracts, a significant 
decrease (P ≤ 0.05) in antibacterial activity 
occurred against most species and under most 
conditions as a result of temporary acidification. 
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Figure 2

Antibacterial activity of A) aqueous Moringa leaf extracts, and B) ethanolic Moringa leaf 
extracts against selected Gram-positive bacteria, as compared to tetracycline and sterile 
solvent (ddH2O for part A; 70% ethanol for part B) controls.

Note. The average sizes (from triplicate samples) of zones of inhibition on disk diffusion plate assays are 
shown. A measurement of 6 mm is a baseline representing the diameter of the disks themselves and 
equates to no visible zone of inhibition.
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As aqueous seed extracts and ethanolic leaf 
extracts both showed strong antibacterial activi-
ty in previous experiments, we limited testing to 
these preparations from both M. oleifera and M. 
stenopetala against a selection of Gram-positive 
and Gram-negative bacteria.

After 1 hour at pH 2 (23 °C), activity against the 
tested Gram-positive bacteria was significantly 
(P ≤ 0.05) diminished, and in several cases 
entirely abolished, for aqueous seed extracts of 
both M. oleifera and M. stenopetala versus the 
untreated (nonacidified) control extract (Figure 
3A, B). The same trend was observed for the 
seed extracts against the tested Gram-negative 
bacteria; in every case, antibacterial activity was 
severely diminished or entirely absent after the 
acidification treatment (Figure 3C, D). Similar-
ly, with the exception of Staphylococcus aureus 
among the Gram-positive bacteria (Figure 3E) 
and Escherichia coli among the Gram-negative 
bacteria (Figure 3G), acidification of Moringa 
ethanolic leaf extracts consistently produced 
smaller zones of inhibition around the test disks 
compared to the untreated controls (Figure 
3E–H). Against the Gram-negative bacteria 
in particular, zones of inhibition were entirely 
absent around most of the disks containing 
acid-treated extracts (Figure 3G, H).

These results suggest that antibacterial constit-
uents occurring in seeds and leaves of Moringa 
spp. are acid-labile and are likely broken down 
by digestive chemicals of the stomach when 
ingested (1, 9, 12). This brings into question the 
curative potential of ingested natural Moringa 
seed and leaf products for the treatment of 
gastrointestinal bacterial infections, such as 
gastric ulcers caused by Helicobacter pylori 

[even if antibacterial activity has been demon-
strated in vitro (11)], and is a topic warranting 
further study.

MIC Assays Using Moringa Leaf Extracts

The results of minimum inhibitory concentra-
tion (MIC) assays confirmed the antibacterial 
effect of Moringa leaf extracts. Crude aqueous 
leaf extracts from M. oleifera inhibited the 
growth of all bacteria tested to varying degrees. 
As with the disk diffusion test, the MIC assays 
showed that Gram-positive bacteria were 
generally more susceptible to the inhibitory 
effect of M. oleifera leaf extracts, with most 
species showing susceptibility at >50% dilution 
of crude extract (Table 1). A representative 
MIC preparation is shown in Figure 4. Only 
two of the four Gram-negative bacteria tested 
(P. vulgaris and Y. kristensenii) were inhibited 
beyond a 50% dilution of crude leaf extract, 
and no Gram-negative species were inhibited 
beyond a 25% dilution (Table 1).

Conclusions

The results of this study and others cited in 
this report show that seed and leaf extracts of 
multiple species of the fast-growing, tropical to 
subtropical tree Moringa exhibit clear antibac-
terial properties. Both disk diffusion and MIC 
assays indicated that among the species tested, 
Gram-positive bacteria were more susceptible 
to Moringa-derived antibacterial compounds 
than were Gram-negative bacteria, possibly due 
to the presence of an outer membrane in the cell 
wall of the latter. Moreover, this work presents 
evidence that the antibacterial components 
of crude Moringa extracts are acid-labile and 
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Figure 3

Effect of acidification on the antibacterial activity of Moringa seed and leaf extracts.

Note. The average sizes (from triplicate samples) of zones of inhibition on disk diffusion plate assays 
are shown. A measurement of 6 mm is a baseline representing the diameter of the disks themselves 
and equates to no visible zone of inhibition. A) Moringa oleifera aqueous seed extract against selected 

Continued on page 69 
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Bacterial Species
Gram  

Reaction
Two-Fold Tube Dilution Series*
1 2 3 4 5

Bacillus cereus Positive - - - - +

Corynebacterium xerosis Positive - - - + +

Enterococcus durans Positive - - + + +

Listeria monocytogenes Positive - - - + +

Micrococcus luteus Positive - - + + +

Staphylococcus aureus Positive - - - + +

Streptococcus agalactiae Positive - - + + +

Escherichia coli Negative - - + + +

Proteus vulgaris Negative - - - + +

Serratia liquefaciens Negative - - + + +

Yersinia kristensenii Negative - - - + +

Table 1

Antibacterial minimum inhibitory concentration (MIC) assay results for Moringa oleif-
era aqueous crude leaf extract.

Note. *Although the dilution series for all species tested contained 9 tubes, the results for only five tubes 
are shown because growth occurred for all species in tubes 6–9; growth also occurred in every case in 
tube 10, a positive control containing no Moringa extract. The concentration (v/v) of total extract in 
each tube was as follows: tube 1, 100%; tube 2, 50%; tube 3, 25%; tube 4, 12.5%; tube 5, 6.25%. (+) 
growth present; (–) growth absent. 

Gram-positive bacteria; B) Moringa stenopetala aqueous seed extract against Gram-positive bacteria; 
C) M. oleifera aqueous seed extract against selected Gram-negative bacteria; D) M. stenopetala aqueous 
seed extract against Gram-negative bacteria; E) M. oleifera ethanolic leaf extract against Gram-pos-
itive bacteria; F) M. stenopetala ethanolic leaf extract against Gram-positive bacteria; G) M. oleifera 
ethanolic leaf extract against Gram-negative bacteria; H) M. stenopetala ethanolic leaf extract against 
Gram-negative bacteria. Controls are sterile ddH2O (A–D) or sterile 70% ethanol (E–H).

Continued from page 68 
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subject to inactivation by conditions of low pH. 
Thus, although still highly nutritive, it is likely 
that the antibacterial properties of Moringa 
plant products are diminished upon ingestion.

Antibacterial compounds isolated from 
Moringa seeds and/or leaves may prove benefi-
cial and find application in the clinical setting, 
either in native form or by contributing to the 
development of highly effective semi-synthetic 
pharmaceuticals. The many nutritional benefits 
of Moringa products have been well document-
ed for some time and have gained considerable 

commercial promotion in recent years. With the 
rise in antibiotic resistance reaching alarming 
levels in the contemporary healthcare sector, 
the search for new antimicrobial drug options 
is of utmost importance. There could hardly be 
a more pertinent time than now to invest in the 
study of promising alternatives to traditional 
antibiotics, including those offered by species of 
Moringa and other medicinal plants.
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Abstract 

Chronic wounds, defined as those which remain open and inflamed for greater than six weeks, are 
a major area of clinical concern. Resulting in thousands of amputations per year and billions of 
dollars spent globally in treatment, chronic wounds are notoriously difficult to successfully treat. Two 
hallmarks of chronic wounds are that they are thought to harbor biofilm-associated bacteria and tend 
to be polymicrobial. While the research literature has repeatedly demonstrated the effects of biofilms 
on wound persistence and the changes to the efficacy of antibiotics, few studies have demonstrated 
what effect the polymicrobial condition has on the antibiotic tolerance of bacteria. To further explore 
this, four species of clinically relevant wound pathogens (Pseudomonas aeruginosa, Acinetobacter 
baumanii, Staphylococcus aureus, and Enterococcus faecalis) were tested in mono- and polymicrobial 
conditions using the current gold-standard methods for determining antibiotic susceptibility. Notice-
able differences in antibiotic tolerance were observed in the polymicrobial condition, including both 
increased and decreased susceptibility, depending on the antibiotic used. Our data demonstrate that 
the current clinical methods used for testing antibiotic susceptibility can generate results that are not 
representative of the infection environment, which may contribute to treatment failure and persistence 
of polymicrobial infections.

https://creativecommons.org/licenses/by-nc-nd/4.0/
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Introduction

While a variety of chronic conditions affect 
Americans each year, less prominent, yet still 
clinically-impactful conditions manage to 
slip under the radar of the popular conscious-
ness; one of these is chronic wounds. Often 
occurring in diabetic patients, the bed-ridden, 
and those with vascular diseases, chronic 
wounds are currently an area of major clinical 
concern- costing billions of dollars every year 
to treat and resulting in thousands of amputa-
tions in the United States alone.1, 2 The most 
common definition of these wounds is those 
which remain open and in a prolonged state 
of inflammation for greater than six weeks.3 
Standard treatment protocols do exist for the 
management of chronic wounds, including the 
use of oral antibiotics, cleaning of the wound 
via physical means (commonly called debride-
ment), and even the use of strong, topical 
antibiotics, yet as seen in the treatment costs 
listed above, those protocols remain of mixed 
efficacy.4 To illustrate how these wounds occur, 
the case of a proto-typical diabetic patient will 
be used. For patients with diabetes, a gradual 
loss of sensation in the limbs, termed diabetic 
peripheral neuropathy, can often occur.5 When 
combined with decreased circulation to the 
extremities, such a patient may receive a wound 
on their foot, and due to the lack of sensation, 
the patient will remain largely unaware of the 
existence of the damage, continuing with their 
normal activities of daily life. 5,6 As the wound 
progresses in its infection and tissue necrosis, 
it may become apparent to the patient or to 
caregivers who are assisting them, and the 
patient will be brought in for treatment. The 
open wound will be treated with antibiotics, 

but the wound will often persist, and refuse to 
heal or reduce its inflammatory condition.5 At 
that point, debridement, specialized wound 
dressings, and further antibiotic treatment 
will be attempted, but the wound will often 
continue to remain infected, and amputation 
of the affected digit, appendage, or limb may be 
necessary to ensure the patient’s survival.5 As 
mentioned above, many thousands of patients 
receive amputations on the basis of chronic 
wound treatment failure every year, and so 
this area of study is a critical one to improving 
health outcomes in the United States.1, 2 A 
question remains, though. Why do the current 
clinical best-practices in the treatment of these 
wounds fail so often? While it may be obvious 
that there exists some gap in the understanding 
of these wounds, it is by no means clear where 
that gap exists. In order to elucidate these 
gaps, it is imperative to first understand what 
is currently known by both the scientific and 
clinical communities around the structure and 
composition of these wounds.

It is widely understood that two major features 
characterize chronic wounds.4 The first is that 
the bacteria within the wounds form biofilms. 
Biofilms are defined by the secreted extracellu-
lar polysaccharide (EPS) matrices that bacteria 
form to protect against dislodgement, to better 
control their microenvironment, and to serve 
as a mechanical barrier to external conditions.7 
More simply put, biofilms are a structure by 
which bacteria protect themselves and adhere 
to their infection site.7, 8 For example, the neces-
sity of brushing one’s teeth with an abrasive 
compound such as a toothbrush arises from 
the biofilms that oral bacteria form as they 
grow; this can be observed from the off-white 
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plaque that is physically removed from teeth 
during this cleaning. Without the abrasive 
removal of biofilm, the bacteria would continue 
to adhere to the surface of the teeth, with poor 
outcomes for one’s oral health.9 The second 
well known characteristic of chronic wounds 
is that they tend to be polymicrobial- meaning 
that an infected wound is colonized by multiple 
species of bacteria, and almost without excep-
tion contain multiple species of pathogenic 
bacteria.10, 11 It is more commonly thought that 
infections consist of a single species of bacteria 
or infectious agent (fulfilling Koch’s postulates), 
but the research literature has shown extensive-
ly that, once within a biofilm, numerous species 
of bacteria can happily coexist. Next-generation 
sequencing (an advanced method of genetic 
analysis) of wound samples has revealed that 
up to several hundred different species of 
bacteria may infect chronic wounds, though not 
necessarily all simultaneously (demonstrating a 
dynamic and ever-changing nature of a chronic 
wound).12 This polymicrobial environment 
can also promote synergistic interactions 
among bacteria within the wound. Synergistic 
interactions in bacteria are those in which 
multiple bacterial species inhabiting the same 
environment creates differences in behavior 
from a single species condition.13, 14 This often 
occurs by the upregulation of virulence factors 
among bacteria in those communities, and is 
associated with poorer patient outcomes.15 The 
synergistic interactions within the polymicro-
bial biofilm environment are also known to 
increase both the antimicrobial tolerance and 
resistance in constituent microbes through 
increased rates of horizontal gene transfer and 
differential gene expression.8, 16-19 Tolerance 
to antibiotics is characterized by transient 

changes in a bacterial population in response 
to their environment, usually via differential 
gene expression (DGE), which allows them 
to survive when exposed to antibiotics (Fig. 
1).20 This change in metabolism as a result of 
the synergistic interaction-caused DGE often 
decreases the efficacy of antibiotics by changing 
the availability of target sites or processes, 
which leads to bacteria surviving a normally 
lethal treatment.20 Resistance, on the other 
hand, involves the acquisition of specific genes 
that allow the bacteria to counter the effect 
of the antibiotic (Fig. 1), and is a ‘permanent’ 
change in their genetic makeup, often associat-
ed with horizontal gene transfer (HGT).21 HGT 
is the method by which antimicrobial resistance 
genes are shared within a mature bacterial 
population, and the polymicrobial environment 
favors these interactions.12 Using in vitro 
research models, biofilms have also been shown 
to play a major role in the antibiotic tolerance 
of pathogens via the mechanical barrier that 
the biofilm forms, as well as the increased 
DGE that affects the efficacy of therapeutic 
compounds of the bacteria within the biofilm. 
The effect of biofilm formation alone can result 
in a one thousand fold decrease in antibiotic 
susceptibility due to the conditions within that 
microenvironment.20, 22, 23 While this has been 
extensively demonstrated in the literature, 
most studies investigating the contribution of a 
biofilm to changes in susceptibility have focused 
on monomicrobial, or single-species, bacterial 
suspensions.24-32 Because of this, our aim was to 
determine what effects a polymicrobial condi-
tion has on the antimicrobial susceptibility of 
a group of bacteria- an effect independent of 
biofilm formation- and one that is currently 
a gap in the research knowledge, especially 
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when compared to the large body of research 
on the effects of biofilm formation on antibiotic 
susceptibility.

Methods and Materials

Species and Strains 

Four species were chosen for use in the polymi-
crobial culture: Acinetobacter baumanii (AB), 
Pseudomonas aeruginosa (PA), Staphylococcus 
aureus (SA), and Enterococcus faecalis (EF). 
Each of these species is both a common infec-
tor of chronic wounds and a member of the 

ESKAPE pathogen family, which are a leading 
cause of nosocomial infections.17, 37 Clinical and 
Laboratory Standards Institute (CLSI) -recom-
mended quality control strains of A. baumanii 
(ATCC® 19606), P. aeruginosa (ATCC® 27853), 
E. faecalis (ATCC® 29212), and S. aureus 
(ATCC® 29213) were used.38 These strains are 
pan-susceptible and were used to ensure the 
reliability of the established MIC breakpoints 
provided by CLSI while eliminating any possi-
bility of antibiotic resistance genes affecting the 
results of the experiments.  

Figure 1

Antibiotic Resistance Versus Tolerance. (Taken from 21)

Note. A microbial population (confined by a light-grey ellipse) initially consists of mainly antibiot-
ic-sensitive cells (dark-grey). (A) In addition, the population may also contain resistant cells (black), 
resulting from a permanent change at the genetic level. After antibiotic treatment (+Ab), only resistant 
cells remain. Upon regrowth (-Ab), the entire population is composed of resistant individuals. (B) 
Alternatively, the population may contain persister cells (black), resulting from a reversible phenotypic 
switch to a tolerant state. After antibiotic treatment, only persister cells remain. Upon regrowth, the 
population will exhibit the same sensitivity as the original population.
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Minimum Inhibitory Concentration (MIC)

Our experiments were conducted in accordance 
with the CLSI M100 and M7 guidelines for 
determining antibiotic susceptibility.38, 39 MICs 
were determined by first conducting mono-spe-
cies MICs in 96-well plates and the results were 
cross-checked with the CLSI’s established MIC 
breakpoints for each species used stratified 
by drug. Bacterial cryo-stocks were grown 
overnight in lysogeny (LB) broth (Thermo 
Fisher Scientific, Hampton, NH) , then the 

above CLSI protocol was followed. Mono-spe-
cies MICs were conducted first to ensure that 
the results were in accordance with published 
guidelines as an internal control. Then, each 
of the four species was grown in lysogeny (LB) 
broth (Thermo Fisher Scientific, Hampton, NH) 
overnight separately, then combined in a 1:1:1:1 
ratio inoculating dose, which ensured that 
total colony forming units (CFUs) of bacteria 
and volume added was equivalent between the 
mono and poly-microbial conditions.  Antibiotic 
concentration was diluted across the 96-well 

Figure 2

An Example of Broth Microdilution Technique as Directed by CLSI.

Note. A brief visual outline of the current diagnostic MIC protocol, as used via CLSI guidelines. Taken 
from 42
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plate in accordance with CLSI M7 and M100 
guidelines, with the highest concentration at 
128ug/ml; concentrations were serially halved 
across the 12 wells in a row down to 0.06ug/
mL. Cation-Adjusted Mueller Hinton Broth 
(CAMHB) (Thermo Fisher Scientific, Hampton, 
NH) was used as the media, and after inocu-
lation with the bacterial dose, the plate was 
sealed and incubated at 37⁰C. After 18-24 hours 
of incubation, the plates were removed and 
MICs were determined visually via turbidity, as 
described as best-practice by the CLSI (Fig. 2).39 
All experiments were conducted in triplicate 
with biological replicates. The results were 
recorded and compared with the mono-species 
results for that antibiotic to determine if any 
notable differences were observed. 

It has previously been observed that polymicro-
bial cultures gave results not in accordance with 
CLSI breakpoint guidelines, but since those 
assays were conducted with the disk diffusion 
method, their results cannot directly compared 
to the broth microdilution methods commonly 
used in US clinical laboratories.40, 41 Given the 
lack of consistency in experimental conditions 
from previous in vitro research, we aimed to use 
the current clinical method of broth microdi-
lution to determine what effect a polymicrobial 
community had on individual MICs among the 
species in a polymicrobial suspension. Using 
the current clinical model allowed for effective 
comparison both across antibiotics and species 
in the polymicrobial environment and ensured 
the validity of results in the current clinical 
standards. Limitations to this method do exist, 
however. Given that the bacteria in a polymi-
crobial condition cannot be differentiated 
visually, it is not possible to establish changes 

for individual species’ MIC in this condition on 
the basis of turbidity alone. Because of this, an 
additional viability method was used to assess 
changes in antibiotic tolerance for each individ-
ual species (described below). 

Viability

Two antibiotics - penicillin and ceftazidime 
- were tested with a modification of the MIC 
protocol. After following the previously 
described MIC protocol, the bacterial suspen-
sions were extracted from the wells, diluted 
to the first order in phosphate buffered saline 
(1XPBS), then 10µl volume was spot-plated on 
selective and differential media for each bacte-
ria (Pseudomonas Isolation Agar for the recov-
ery of PA (Thermo Fisher Scientific, Hampton, 
NH), Mannitol Salt Agar (Thermo Fisher Scien-
tific, Hampton, NH) for the recovery of SA, Bile 
Esculin Agar for the recovery of EF, and Leeds 
Agar (Thermo Fisher Scientific, Hampton, 
NH) for the recovery of AB, to observe any 
possible differences in  viability of those cells in 
mono- and polymicrobial conditions. Selective 
and differential agars were used to allow for the 
differentiation of individual species within the 
polymicrobial condition, though the results of 
these assays are not directly comparable to the 
MICs for either of those antibiotics as they do 
not rely on the turbidity assessment used by 
the CLSI. In addition, the scientific literature 
has demonstrated that the visual assessment of 
turbidity corresponds only to an approximately 
50 percent decrease in OD reading, so viable 
bacteria will still be present in wells above the 
visually assessed MIC.43
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Results

Our results are demonstrated in the following 
figures, which are divided into two parts. The 
first covers our MIC data, and the second 
shows our viability data. For the MIC charts, 
the values listed show the individual MICs for 
each bacterium per antibiotic treatment, then 
the MIC polymicrobial value from our data, 
when read in accordance with CLSI guidelines. 
The viability data shows the comparison of spot 
plated viability values between the individual 
and polymicrobial conditions for a particular 
antibiotic treatment. 

MIC Values

These data reflect comparisons of results 
obtained following the CLSI gold standard 
broth microdilution method for individual 
suspensions versus a polymicrobial planktonic 
suspension. MIC results were obtained for 
gentamicin, tobramycin, penicillin, tetracycline, 
doxycycline, and ceftazidime (Fig. 3). For 
gentamicin (Fig. 3A) and penicillin (Fig. 3C) the 
polymicrobial MIC was the same as the highest 
individual MIC result. This demonstrates 
that there was no observable change in the 
polymicrobial community MIC determinable by 
turbidity alone. For tetracycline (Fig. 3B), the 
highest observable individual MIC was E. faeca-
lis at 32 μg/mL; however, the polymicrobial 
MIC result was 128 μg/mL. This demonstrates 
that mixing the four species together changes 
antimicrobial susceptibility of the population by 
4-fold for at least one species in the suspension. 
For ceftazidime (Fig. 3D), the highest individual 
MIC value was E. faecalis at >128 μg/mL; 
however, the polymicrobial MIC result was 16 
μg/mL. This demonstrates that the polymicro-

bial condition increases the susceptibility of E. 
faecalis by 4-fold. It is worth noting that any 
changes to individual MICs within the predeter-
mined minimum and maximum ranges cannot 
be evaluated via turbidity and MIC alone in a 
polymicrobial condition. 

Viability Values 

The viability assays were run in order to deter-
mine changes in viability of the individual and 
polymicrobial conditions following antimicrobi-
al challenge. All viability assays were conducted 
in triplicate with biological replicates. These 
results are not comparable to conventional 
MICs because the turbidity reduction observed 
in MICs correlates to an estimated 50% reduc-
tion in viable cells, whereas these data relate to 
the total elimination of viable bacteria.43 For 
penicillin (Fig. 4A), both SA and AB observed 
decreases to antimicrobial susceptibility, at 64 
and 8-fold respectively, in the polymicrobial 
versus individual conditions. For ceftazidime 
(Fig. 4B), AB observed a reduction in suscep-
tibility by 2.86-fold, while SA observed an 
increase in susceptibility by 3-fold in the 
polymicrobial versus individual conditions. PA 
and EF do not exhibit any observable changes 
in susceptibility.

Discussion

Our data across the two methods - MIC and 
viability - demonstrate several notable results. 
In the first case, gentamicin, tobramycin, 
penicillin, and doxycycline did not show 
a difference in the observable MIC in the 
polymicrobial condition over the given values 
for the individual. In other words, the range of 
possible MIC values of the individual condition 
overlapped with that of the polymicrobial. 
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Because of this, and because the samples were 
assessed visually, it is not possible to determine 
the contribution of each individual species to 
the turbidity observed in the polymicrobial 
condition. For instance, in the case of genta-
micin, the polymicrobial MIC is 8μg/ml. Given 
that the MIC value in the individual condition 
for A. baumannii is 4μg/mL, it is not possible 

Note. Monomicrobial versus Polymicrobial MIC results for gentamicin (A), tetracycline (B), penicillin 
(C), and ceftazidime (D). † denotes that the value is within the published guidelines from the Clinical 
Laboratory Science Institute’s M7 and M100 manuals for MIC breakpoints (CLSI, 2018a, 2018b). MIC 
values greater than 128 µL have been calculated as that number. CLSI does not publish established 
breakpoint values for P. aeruginosa and A. baumanii when treated with penicillin and for E. faecalis 
when treated with ceftazidime. n=3.

Figure 3

Comparison of Minimum Inhibitory Concentrations (MIC) in Mono- and Polymicrobial 
Conditions.

for us to determine if any changes in MIC for 
that species occurred, because the individual 
MIC result for E. faecalis at 8μg/mL is the same 
as the polymicrobial result. Put another way, 
in the case of gentamicin, the polymicrobial 
condition having the same MIC as one of the 
individual MICs (in this case E. faecalis) might 
represent that the individual species had no 
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change in MIC, or it could represent that one 
or more of the species increased in MIC up to 
the polymicrobial MIC, but that change cannot 
be determined because the contribution of 
each individual species in the polymicrobial 
condition is not observable via an assessment of 
turbidity. 

Two notable differences in MIC were observed 
in the polymicrobial condition. With tetracy-
cline, a decrease in susceptibility was observed 
in the polymicrobial condition, which correlates 
to a decreased antibiotic efficacy, presumably 
via tolerance as all strains of bacteria used 
are pan-susceptible. As the polymicrobial 
MIC is substantially greater than any of the 
component individual MICs, it is not possible 
to determine which bacterial species’ tolerance 
was increased, or which combination of those 
species was affected. With ceftazidime, however, 

Figure 4

Comparison of Viability in Mono- and Polymicrobial Conditions.

Note. Monomicrobial versus Polymicrobial Viability results for penicillin (A) and ceftazidime (B). † 
denotes that the value is within the published guidelines from the Clinical Laboratory Science Insti-
tute’s M7 and M100 manuals for MIC breakpoints (CLSI, 2018a, 2018b). Viability values greater than 
128 µL have been calculated as that number. CLSI does not publish established breakpoint values for P. 
aeruginosa and A. baumanii when treated with penicillin and for E. faecalis when treated with ceftazi-
dime. n=3.

an opposite effect was observed, where a sensi-
tization interaction occurred. In this case, E. 
faecalis can be identified as the bacteria whose 
tolerance decreased, as its individual MIC is 
substantially higher than the polymicrobial 
value, whereas P. aeruginosa, S. aureus, and 
A. baumanii’s individual MIC values are equal 
to or lower than the polymicrobial MIC. As 
tetracycline and ceftazidime are both clinically 
important antibiotics, these results demonstrate 
a notable and potentially clinically significant 
change.44, 45 

For the viability experiments, bacteria treated 
with penicillin and ceftazidime both showed 
notable differences in antibiotic susceptibility 
in the polymicrobial condition. When treated 
with penicillin in the polymicrobial environ-
ment, both S. aureus and A. baumanii showed 
notable increases in tolerance to the antibi-
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otic challenge. For S. aureus, this difference 
amounts to a 64-fold increase in concentration 
necessary to successfully kill the bacteria, and 
for A. baumanii, an 8-fold increase. However, 
when treated with ceftazidime, S. aureus 
demonstrated a decreased tolerance of 3-fold, 
but A. baumanii showed an almost three-fold 
increase in tolerance to the compound. As 
penicillin and ceftazidime are both clinically 
important, oft-prescribed antibiotics, this shift 
in tolerances is highly relevant for care practi-
tioners in the wound and lab environments. 

Given that our results are consistent with both 
the existing literature around the polymicrobial 
effect on antibiotic susceptibility and uses the 
current clinical model, these data demon-
strate that there exists a gap in the current 
clinical diagnostic schema for determining 
the antimicrobial susceptibility of polymicro-
bial infections. As it has also been repeatedly 
demonstrated in the literature that synergistic 
interactions among bacteria within a wound 
produce more negative outcomes clinically, 
and that chronic wounds harbor polymicrobial 
infections, our data is consistent both internally 
and externally with the observations found 
in clinical practice.10, 11, 15 Since both tolerance 
and resistance can play important roles in the 
success of infection treatment, and as our data 
demonstrates, tolerance alone can notably 
change the susceptibility of bacteria to antibi-
otic treatments, it is critical that the clinical 
models be adapted to allow for the presence of 
polymicrobial cultures during the assessment 
process. This change could potentially result 
in more accurate assessments of antibiotic 
susceptibility across the clinical spectrum, and 
may be of particular benefit to the treatment 

of the notoriously intractable chronic wounds. 
Though the rise of sequencing technologies 
in the clinical laboratory is no doubt of great 
value for clinical microbiologists and provides 
valuable data in the diagnostic process (partic-
ularly for microbial identification), it is import-
ant to note that because the above data assesses 
transient changes to antibiotic tolerance rather 
than antibiotic resistance, the former of which 
is the result of phenotypic rather than genotypic 
differences, methods such as 16S next-genera-
tion sequencing (NGS) or rapid qPCR will not 
be able to determine these changes in tolerance, 
since those technologies rely on and assess for 
the presence of antibiotic resistance genes.46 

It is noteworthy that the differing combinations 
of bacterial species and antimicrobial drug 
yield different results. In some instances, the 
susceptibility is decreased, and in other instanc-
es the susceptibility of one or more species is 
increased. This implies that there is no ‘one size 
fits all’ approach to changes in susceptibility 
due to the polymicrobial condition, and that 
more research is necessary to understand why 
different bacterial consortia respond differently 
to antimicrobial challenges in clinical settings. 
It is also noteworthy that most of the existing 
literature, including this study, focus on either 
the contribution of either the polymicrobial 
or biofilm condition to changes in susceptibil-
ity, when in the clinical setting both of these 
conditions commonly exist simultaneously. This 
implies that the effects seen in these studies 
might be compounded when combined in the 
clinical setting, and more research needs to 
be done to understand both the cumulative 
effect of those conditions in the clinical wound 
setting and how the entirety of the microbial 
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environment can be taken into account when 
considering antimicrobial susceptibility in 
clinical diagnostic procedures. 

In conclusion, antibiotic susceptibility testing is 
a crucial part of the chronic wound treatment 
process.  Healthcare practitioners rely on 
the information that clinical microbiologists 
provide to determine the most appropriate 
antibiotic treatment, and it is critical that the 
information the clinical laboratory generates 
is representative of the infection, accurate, 
and applicable to the patient. Using clinical-
ly-relevant models based upon the current 
gold-standard guidelines, our results show that 
the polymicrobial condition of wounds may 
be modifying their response to antimicrobial 
chemotherapy, and therefore the results from 
the current method may not be an accurate 
reflection of susceptibility in the chronic 
wound infection environment. In adapting 
the method of assessment to better reflect the 
wound environment by including polymicrobial 
cultures, it is entirely possible that the costs, 
both physical and economic, of chronic wound 
care might be minimized, leading to improved 
patient care and outcomes.
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Abstract 

Rieske dioxygenases are multi-component enzyme systems, naturally found in many soil bacteria, 
that have been widely applied in the production of fine chemicals, owing to the unique and valuable 
oxidative dearomatization reactions they catalyze. The range of practical applications for these 
enzymes in this context has historically been limited, however, due to their limited substrate scope 
and strict selectivity. To overcome these limitations, our research group has employed the tools of 
enzyme engineering to expand the substrate scope or improve the reactivity of these enzyme systems in 
specific contexts. Traditionally, enzyme engineering campaigns targeting metalloenzymes have avoided 
mutations to metal-coordinating residues, based on the assumption that these residues are essential 
for enzyme activity. Inspired by the success of other recent enzyme engineering reports, our research 
group investigated the potential to alter or improve the reactivity of Rieske dioxygenases by altering or 
eliminating iron coordination in the active site of these enzymes. Herein, we report the modification of 
all three iron-coordinating residues in the active site of toluene dioxygenase both to alternate residues 
capable of coordinating iron, and to a residue that would eliminate iron coordination. The enzyme 
variants produced in this way were tested for their activity in the cis-dihydroxylation of a small library 
of potential aromatic substrates. The results of these studies demonstrated that all three iron-coordi-
nating residues, in their natural state, are essential for enzyme activity in toluene dioxygenase, as the 
introduction of any mutations at these sites resulted in a complete loss of cis-dihydroxylation activity 
for all substrates tested.

https://creativecommons.org/licenses/by-nc-nd/4.0/
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Introduction

In recent years, the environmentally deleterious 
effects of the chemical industry have increas-
ingly been recognized, leading to a concerted 
effort to employ more sustainable methods for 
the production of fine chemicals (19, 36). These 
environmentally sustainable chemical methods 
have collectively been referred to as “green 
chemistry”, which has been defined by a series 
of principles that serve to guide the application 
of sustainable chemistry (15, 34). Owing to 
this increased focus on green chemistry, the 
application of enzymes as catalysts in the 
chemical industry has grown in popularity (7). 
Enzymatic catalysts are entirely biodegradable, 
they operate in aqueous media as opposed to 
petroleum-derived solvents, they do not require 
high-temperature applications, and they are 
produced from renewable resources, complying 
with many of the principles of green chemistry 
(15, 34).

One class of enzymes that have been widely 
applied as catalysts in the production of fine 
chemicals are the Rieske dioxygenases (16, 23). 
Rieske dioxygenases are non-heme iron dioxy-
genases that are commonly found in soil bacte-
ria (39). These enzymes have frequently evolved 

as a means for soil bacteria to metabolize 
aromatic pollutants in their environment and 
to use these pollutants as carbon and energy 
sources (Figure 1) (12, 42). The ability of these 
enzymes to catalyze the cis-dihydroxylation 
of aromatics to produce chemically versatile 
cis-diene-diol metabolites with high selectivity 
has made them very useful catalysts in the 
production of valuable compounds (16, 23).

Rieske dioxygenases are produced by a wide 
range of soil bacteria strains, including 
Pseudomonas (42), Burkholderia (6), Nocar-
dioides (32), and Comamonas (22). In fact, 
metagenomic sequencing studies have revealed 
that aromatic dioxygenases are ubiquitous, 
particularly in contaminated environments 
(17). Owing to their natural role in the remedi-
ation of aromatics in the soil and therefore the 
detoxification of these environments (12,42), 
these enzymes play crucial roles in soil ecology. 
Because of this role for Rieske dioxygenases, 
these enzymes also have tremendous potential 
for utility in the field of bioremediation, the use 
of microorganisms to degrade anthropogenic 
pollutants in an environment. Aromatic pollut-
ants such as benzene and toluene are ubiquitous 
in the environment and pose significant threats 
to human health, as these compounds are often 

Figure 1

Metabolic pathway by which soil organisms break down aromatic pollutants in their en-
vironment (12, 42).

 Note. The role of Rieske dioxygenases in this metabolic pathway is highlighted (red).
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carcinogenic and endocrine disruptors (4). 
These aromatic pollutants are frequently intro-
duced into the environment through fossil fuel 
combustion, oil spills, and the misuse of petro-
leum products and solvents, creating a need 
for a means to remove these toxic compounds 
from the environment (4). To this end, Rieske 
dioxygenases have been employed as biore-
mediation catalysts, including applications in 
the degradation of polychlorinated biphenyls 
(PCBs), which remain a hazardous presence in 
many environments (14, 21).

Despite their applications in chemical synthesis 
and in bioremediation, the utility of Rieske 
dioxygenases in these contexts has remained 
limited by their strict selectivity and by their 
finite substrate scopes. As many Rieske dioxy-
genases have evolved to metabolize non-polar 
aromatics, their active sites are organized 
to effectively bind non-polar substrates and 
orient them for 2,3-dihydroxylation (9, 18, 28). 
This results in the substrate scopes and the 
activities of these enzymes being restricted by 
the size and by the electronics of any potential 
substrates (10, 35). To alleviate these restric-
tions on the utility of Rieske dioxygenases, 
multiple research groups have applied the 
tools of enzyme engineering to improve their 
reactivity or to expand their substrate scopes 
(5, 3, 11, 20, 26, 33, 37, 38). This has included 
studies that have engineered Rieske dioxygen-
ases specifically to improve their utility in the 
bioremediation of aromatic pollutants in the 
soil (1, 21). Our lab has recently reported the 
development of improved Rieske dioxygenase 
variants through the application of rational 
enzyme engineering (27). These studies have 
led to the development of Rieske dioxygenases 

with improved reactivity or expanded substrate 
scopes, increasing the practical utility of these 
green chemical tools (1, 3, 5, 11, 20, 21, 26, 27, 
33, 37, 38).

When engineering metalloenzymes, studies 
have traditionally avoided mutations to the 
residues responsible for coordinating metal 
ions, based upon the assumption that these 
residues are essential for enzyme activity. 
Recently, however, studies have shown this 
assumption to be incorrect (29, 40). These 
studies have shown that mutations altering, or 
even eliminating, iron coordination in heme 
proteins can alter or improve the reactivity of 
these proteins in specific contexts (29, 40). 
Our laboratory was inspired by these studies 
to investigate whether a similar strategy could 
result in the development of improved Rieske 
dioxygenase variants. To our knowledge, no 
such study has been reported for Rieske dioxy-
genases, thus this investigation would serve to 
inform future engineering studies performed 
with this enzyme class. Based upon reported 
results with other metalloenzymes (29, 40), it 
is predicted that mutating the iron-coordinat-
ing residues of a Rieske dioxygenase enzyme 
will result in altered enzyme activity and/or 
substrate scope. This strategy has the potential 
to improve the activity of Rieske dioxygenases 
for specific substrates or expand their substrate 
scopes.

Materials and Methods

General Experimental

E. coli BL21 (DE3) competent cells were 
obtained from ThermoFisher. Plasmid isola-
tion/purification was performed using New 
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Table 1

Sequences of mutagenic primers used.

Primer Name Primer Sequence

TDO H222A fwd CGACATGTACGCGGCCGGGACGACCTCGCATCTGTCTGGCATCCTG

TDO H222A rev GTCGTCCCGGCCGCGTACATGTCGCTGCAAAACTGCTCTGCGGCG

TDO H222C fwd CGACATGTACTGCGCCGGGACGACCTCGCATCTGTCTGGCATCCTG

TDO H222C rev GTCGTCCCGGCGCAGTACATGTCGCTGCAAAACTGCTCTGCGGCG

TDO H222D fwd CGACATGTACGATGCCGGGACGACCTCGCATCTGTCTGGCATCCTG

TDO H222D rev GTCGTCCCGGCATCGTACATGTCGCTGCAAAACTGCTCTGCGGCG

TDO H222E fwd CGACATGTACGAAGCCGGGACGACCTCGCATCTGTCTGGCATCCTG

TDO H222E rev GTCGTCCCGGCTTCGTACATGTCGCTGCAAAACTGCTCTGCGGCG

TDO H228A fwd GACGACCTCGGCGCTGTCTGGCATCCTGGCAGGCCTGCCAGAAGAC

TDO H228A rev GATGCCAGACAGCGCCGAGGTCGTCCCGGCATGGTACATGTCGCTGC

TDO H228C fwd GACGACCTCGTGCCTGTCTGGCATCCTGGCAGGCCTGCCAGAAGAC

TDO H228C rev GATGCCAGACAGGCACGAGGTCGTCCCGGCATGGTACATGTCGCTGC

TDO H228D fwd GACGACCTCGGATCTGTCTGGCATCCTGGCAGGCCTGCCAGAAGAC

TDO H228D rev GATGCCAGACAGATCCGAGGTCGTCCCGGCATGGTACATGTCGCTGC

TDO H228E fwd GACGACCTCGGAACTGTCTGGCATCCTGGCAGGCCTGCCAGAAGAC

TDO H228E rev GATGCCAGACAGTTCCGAGGTCGTCCCGGCATGGTACATGTCGCTGC

TDO D376A fwd CGAGCAGGACGCGGGGGAGAACTGGGTCGAGATCCAGCACATCCTG

TDO D376A rev CAGTTCTCCCCCGCGTCCTGCTCGAACACGCCACCGGCAGAGAAGG

TDO D376C fwd CGAGCAGGACTGCGGGGAGAACTGGGTCGAGATCCAGCACATCCTG

TDO D376C rev CAGTTCTCCCCGCAGTCCTGCTCGAACACGCCACCGGCAGAGAAGG

TDO D376E fwd CGAGCAGGACGAAGGGGAGAACTGGGTCGAGATCCAGCACATCCTG

TDO D376E rev CAGTTCTCCCCTTCGTCCTGCTCGAACACGCCACCGGCAGAGAAGG

TDO D376H fwd CGAGCAGGACCATGGGGAGAACTGGGTCGAGATCCAGCACATCCTG

TDO D376H rev CAGTTCTCCCCATGGTCCTGCTCGAACACGCCACCGGCAGAGAAGG
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England Biolabs Monarch® miniprep kit. 
Transformations of electrocompetent cells 
were performed on an Eppendorf Eporator®. 
Whole-cell assay cultures were grown in 
Greiner Bio-One polystyrene clear, round-bot-
tom 96-well plates. All cultures were incubated 
in a Barnstead MaxQ 4000 Digital Orbital 
Incubator Shaker equipped with an Enzyscreen 
universal clamp system unless otherwise stated. 
Fluorescence analyses were performed using a 
Biotek® Synergy™ H1 monochromator-based 
multi-mode plate reader, using Corning® 
polystyrene black, opaque, flat-bottom 96-well 
plates. All reagents were obtained from Milli-
poreSigma unless otherwise stated. Media were 
made at pH 7.2 and streptomycin was added at 
50 μg mL−1. All E. coli cultures were maintained 
at 37 °C unless otherwise stated. 

Targeted Mutagenesis Protocol

The pCP-02 expression system was used as 
the template for toluene dioxygenase mutant 
generation (30). Saturation mutagenesis was 
performed following the polymerase chain 

reaction (PCR)-based procedure of Liu and 
Naismith (24, 41). Amplification was performed 
using an ABI GeneAmp® 9700 Thermal Cycler 
and Q5® DNA polymerase (New England 
Biolabs). Mutagenic primers were designed 
according to the procedure of Liu and Naismith 
(24, 41). Primer sequences are shown below 
(Table 1). Parameters for the relevant PCR 
reactions are shown below (Table 2). Sequenc-
ing analyses were performed by Eurofins 
Genomics© (Louisville, KY).

Whole-cell fermentation 96 well-plate assay 
protocol

E. coli (BL21 (DE3)) electrocompetent cells 
were transformed with isolated pCP-02 
plasmids expressing toluene dioxygenase 
(parent and/or mutant libraries), and with 
isolated pCP-01 plasmids as negative controls 
(30). The transformation cultures were selected 
on LB + streptomycin plates overnight. Single 
colonies were inoculated into 160 μL LB + 
streptomycin media with 0.3% glucose in a 
96-well round bottom seed plate and incubated 

Table 2

PCR reaction components and thermocycling protocol utilized for the generation of toluene 
dioxygenase mutants.

PCR reaction components Thermocycling protocol
Sterile H2O – 22.5 µL 98 °C – 30 s
Q5® reaction buffer – 10 µL 98 °C – 10 s }x20Q5® high GC enhancer – 10 µL 72 °C – 4 min
dNTPs (10 mM) – 1 µL 72 °C – 2 min
Forward primer (10 µM)- 2.5 µL
Reverse primer (10 µM)- 2.5 µL
Template DNA (pCP-02) – 1 µL
Q5® DNA polymerase – 0.5 µL
Total – 50 µL
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with shaking overnight. All plates included 
3 or more wells containing E. coli (BL21 
(DE3)) pCP-02 cells expressing the parent 
toluene dioxygenase enzyme, and 3 or more 
wells containing E. coli (BL21 (DE3)) pCP-01 
(negative control) (30). Seed plates were used to 
inoculate 5 μL into 155 μL LB media containing 
streptomycin in a fresh 96-well round bottom 
assay plate, and the cultures were incubated 
with shaking for 2.75 h. The assay plates were 
then pelleted, and the supernatant discarded. 
Cultures were resuspended in 150 μL minimal 
media (KH2PO4 – 7.5 g L−1; citric acid – 2 g L−1; 
MgSO4·7H2O – 5 g L−1; trace metal solution 
– 2 mL L−1 [Na2SO4 – 1 g L−1; MnSO4 – 2 g 
L−1; ZnCl2 – 2 g L−1; CoCl2·6H2O – 2 g L−1; 
CuSO4·5H2O – 0.3 g L−1; FeSO4·7H2O – 10 g 
L−1; pH 1.0]; conc. H2SO4 – 1.2 mL L−1; ferric 
ammonium citrate – 0.3 g L−1; glucose – 4 g L−1; 
thiamine – 0.034 g L−1; pH 7.2) (8) containing 
streptomycin and incubated for a 1 h recovery 
period. Following this, the cultures were 
induced to a final concentration of 0.5 mM 
IPTG and the incubation temperature was 
reduced to 30 °C. After a 2 h induction period, 
aromatic substrates were added as 68 mM stock 
solutions in DMSO to a final concentration of 
2 mM. Cultures were incubated with aromatic 
substrates for 1.5 h at 30 °C, after which the 
cultures were pelleted. A 100 μL portion of 
supernatant from each well was transferred to 
96-well black opaque assay plates. The reaction 
was initiated by adding a 50 μL of NaIO4 stock 
solution to each well to a final concentration 
of 10 mM, and the assay plates were incubated 
with shaking at room temperature for 30 min. 
Cleaved diols were detected by adding 50 μL of 
fluoresceinamine stock solution (prepared with 
3 μL conc. HCl (11.65 M)/1 mL fluorescein-

amine solution) to each well to a final concen-
tration of 0.1 mM (30). Assay plates were 
incubated with shaking at room temperature for 
5 h. The fluorescence response from each well 
was analyzed at 485 nm (ex), 520 nm (em), and 
normalized to the mean fluorescence response 
of the negative controls ([I − I0]/I0).

Results

Identification of Iron-Coordinating Residues

Because our lab has extensive experience 
working with toluene dioxygenase (TDO) (27, 
30), and because TDO has been one of the most 
widely used Rieske dioxygenases in the field of 
organic synthesis (16), this enzyme was selected 
as the template for mutagenesis in this study. 
To identify the residues that would be targeted 
for mutagenesis, the reported crystal structure 
of toluene dioxygenase was analyzed using the 
molecular visualization software ChimeraX (9, 
13). This analysis revealed that the catalytic iron 
atom of toluene dioxygenase is coordinated by 
two histidine residues (HIS222 and HIS228) 
and by one aspartate residue (ASP376) (Figure 
1). These residues were therefore determined 
to be the appropriate targets for mutagenesis in 
this study.

Production of Targeted Toluene Dioxygenase 
Variants

To test the hypothesis of this study, it was 
determined that each iron-coordinating residue 
of TDO would be mutated to three alternate 
residues capable of coordinating iron (aspar-
tate, glutamate, and cysteine for native histidine 
residues; glutamate, cysteine, and histidine for 
the native aspartate residue) and to one residue 
that would eliminate iron-coordination at that 
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site (alanine). To generate  the desired variants 
of toluene dioxygenase, targeted mutations were 
introduced through the PCR-based method of 
Liu and Naismith (24, 41). Mutagenic primers 
were designed according to this well-established 
protocol (Table 1), and the corresponding 
mutagenic PCR reactions were carried out as 
described. The successful introduction of the 
targeted mutations was confirmed through 
sequencing analysis performed by a third-party 

contractor. Representative aligned sequencing 
data is shown for the H222 mutants in Figure 
3. Upon completion of this work, expression 
systems had been developed for twelve novel 
toluene dioxygenase variants with mutations 
introduced at the iron-coordinating residues 
(H222A, H222C, H222D, H222E, H228A, 
H228C, H228D, H228E, D376A, D376C, 
D376E, D376H).

Figure 2

Visualization of the TDO active site with bound substrate (toluene, purple) (9).

Note. The catalytic iron atom (orange) and iron-coordinating residues are highlighted (yellow). 
Residues within 7 Å of the substrate (toluene) are shown. Image generated with ChimeraX software 
(13).
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Figure 3

Multiple sequence alignment of sequencing data from TDO variants with single active site 
mutations.

Note. Alignment performed with M-Coffee (25). Image generated with ESPript (31).
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Screening of Toluene Dioxygenase Variants

To test the cis-dihydroxylation activity of the 
TDO variants produced in this study, a fluores-
cence-based assay that had previously been 
reported by our laboratory was applied (30). 
This assay, performed in 96-well plates, detects 
the presence of cis-diol metabolites produced 
by active dioxygenases in the bacterial growth 
media through the conversion of the cis-diol 
metabolites to a corresponding dialdehyde, and 
subsequent conjugation of the dialdehyde to a 
fluorescent probe (30) (Figure 4). In this way, 
the amount of fluorescence detected in each 
well provides information as to the amount of 
cis-diol metabolite produced by the enzyme 
variant present in the corresponding well. 

As the possibility existed that the introduced 
mutations would cause the structure of the 
TDO active site to be altered, while retaining 
some cis-dihydroxylation activity, it was 
determined that the enzyme variants should 
be tested on a small library of diverse aromatic 
substrates (Figure 5). This would afford the 
opportunity to determine the effect of the 
introduced mutations on the enzyme’s activity 

for a wide range of substrates, including those 
the native enzyme has high activity for, those 
the native enzyme has low activity for, and those 
the native enzyme has no activity for. 

To test the cis-dihydroxylation activity of the 
designed TDO variants, vectors expressing each 
set of variants were separately transformed into 
E. coli (BL21 (DE3)) alongside vectors express-
ing the parent enzyme (pCP-02) and a negative 
control (pCP-01) (30). Six colonies expressing 
each variant were then inoculated into separate 
wells of a 96-well plate and cultured according 
to an optimized assay protocol (30), before 
being treated with the relevant aromatic 
substrate. Following an incubation period 
in the presence of the relevant substrate, the 
cells were removed, and the growth media was 
carried through the fluorescence-based assay 
protocol (Figure 4). Analysis of the resultant 
data from these assays revealed that all twelve 
of the designed TDO variants (H222A, H222C, 
H222D, H222E, H228A, H228C, H228D, 
H228E, D376A, D376C, D376E, D376H) 
lacked any activity for all eight substrates used 
in the screens (Figure 6). This included a 

Figure 4

Coupled reactions employed by the fluorescence-based assay to detect and quantify the 
cis-diol metabolites produced by active dioxygenases (30).
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complete loss of activity for the native substrate 
(toluene), and other substrates for which 
the native enzyme possesses activity (benzyl 
alcohol, benzyl acetate, n-butyl benzene, t-butyl 
benzene, methyl benzoate) and no gain in 
activity for substrates that are not metabolized 
by the parent enzyme (benzyl acetamide and 
benzylamine) (Figure 6). 

Discussion
To study the effect of mutating the iron-coor-
dinating residues of Rieske dioxygenases on 
the activity of these enzymes, the first step was 
to select a member of this class of enzymes to 
act as the template for mutagenesis. Toluene 
dioxygenase (TDO) is a well-characterized 
member of the Rieske dioxygenase enzyme 
family, which is derived from the soil bacteri-
um Pseudomonas putida F1 (42). Due to the 

historic importance of TDO in the production 
of valuable compounds (16), and because of 
our laboratory’s experience working with this 
Rieske dioxygenase system (27, 30), TDO was 
chosen as the engineering scaffold for this study. 
Due to the structural similarity observed with 
many Rieske dioxygenases (2), the results of this 
study would be expected to be applicable across 
many members of this enzyme family.

The goals of this study were to investigate the 
effects of both altering and eliminating the 
iron-coordination of key residues in the active 
site of toluene dioxygenase. As TDO has been 
well characterized (9), the identification of 
the iron-coordinating residues of this enzyme 
(HIS222/HIS228/ASP376) using ChimeraX 
(13) was trivial (Figure 2). To effectively test 
the hypothesis of this study, it was determined 

Figure 5

Aromatic substrates used to screen for cis-dihydroxylation activity among the TDO mu-
tants produced.
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Note. Fluorescence response was normalized to the mean fluorescence response of the negative control 
(E. coli BL21 (DE3) pCP-01) ([I – I0]/I0) (21). Parent activity was determined from positive controls (E. 
coli BL21 (DE3) pCP-02), with the fluorescence response normalized to the negative control ([I – I0]/
I0) (30).

Figure 6

cis-Dihydroxylation activity of H222 TDO variants (A), H228 TDO variants (B) and 
D376 TDO variants (C) for representative aromatic substrates (n = 6).
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that all three of the residues coordinating 
the catalytic iron would be mutated to three 
alternate residues capable of coordinating iron 
(aspartate, glutamate, and cysteine for native 
histidine residues; glutamate, cysteine, and 
histidine for the native aspartate residue) and 
to one residue that would eliminate iron-co-
ordination at that site (alanine). This afforded 
the opportunity to evaluate the effects not only 
of eliminating iron coordination at specific 
sites, but also the potential beneficial effects 
of remodeling the active site and/or altering 
the electronics of the catalytic iron center by 
changing the iron coordinating residues while 
maintaining iron coordination.

Once the successful generation of the targeted 
TDO variants had been confirmed, the next 
step was to test the cis-dihydroxylation activity 
of these variants. As the possibility existed that 
the introduced mutations would cause the 
structure of the TDO active site to be altered, 
while retaining some cis-dihydroxylation activ-
ity, it was determined that the enzyme variants 
should be tested on a small library of diverse 
aromatic substrates. These aromatic substrates 
included the native substrate (toluene), one 
polar substrate for which the native enzyme 
possesses high activity (benzyl alcohol), one 
polar substrate for which the native enzyme 
possesses moderate activity (benzyl acetate), 
three polar substrates for which the native 
enzyme possess little or no activity (methyl 
benzoate, benzyl acetamide, and benzylamine), 
and two sterically bulky substrates for which the 
native enzyme possesses low activity (n-butyl 
benzene and t-butyl benzene) (Figure 5). By 
testing the activity of the designed mutants 
across these substrates, it would be possible to 

determine whether the introduced mutations 
had advantageous or detrimental effects in the 
cis-dihydroxylation of the native substrate, as 
well as in the cis-dihydroxylation of both steri-
cally bulky and polar classes of substrates.

Upon testing the activity of each designed TDO 
mutant for all the designated substrates, it was 
revealed that none of the mutants designed 
in this study possessed activity for any of the 
diverse substrates selected (Figure 6). These 
results revealed the critical role played by the 
iron-coordinating residues of Rieske dioxygen-
ases in their native state, as any alteration of 
these residues, either to other residues with the 
potential for iron-coordination or to residues 
incapable of coordinating iron, resulted in 
complete ablation of enzyme activity. Although 
the hypothesis that the mutations introduced in 
this study would significantly alter the activity 
and/or substrate scope of the enzyme was 
proven correct, these changes were shown not 
to be beneficial for enzyme activity. The loss of 
activity observed with mutations to non-coordi-
nating alanine likely indicates that coordination 
by three residues is essential for iron to be 
bound to the active site of Rieske dioxygenases 
in a catalytically active state. The loss of activity 
observed with mutations to alternate iron-co-
ordinating resides may indicate that these 
alterations result in a significant remodeling of 
the active site that prevents iron from binding 
in a catalytically active state. Alternately, these 
results may indicate that the active site iron of 
Rieske dioxygenases must specifically be bound 
by two histidine residues and one aspartate 
residue to effectively participate in the catalytic 
mechanism. Further studies, including enzyme 
structure elucidation/homology modeling, 
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docking analysis, and molecular dynamics 
simulations are required to precisely elucidate 
the cause of the loss of activity observed from 
these alterations to the iron-coordinating 
residues. These studies will be performed in due 
course.

Although this study did not succeed in produc-
ing novel TDO variants with improved or 
expanded activity, the results described will 
serve to guide future studies targeting the 
engineering of Rieske dioxygenases. With the 
increasing recognition of the need to employ 
more sustainable techniques in the chemical 
industry, and to remove harmful pollutants 
in contaminated environments, the field of 
enzyme engineering will continue to increase in 
importance. This is reflected in the fact that the 
engineering of Rieske dioxygenases to improve 
their utility either as green-chemical catalysts or 
as tools for the bioremediation of contaminated 
environments continues to be an active area 
of research (1, 3, 5, 20, 21, 26, 27, 33, 37, 38). 
Metagenomics research has shown that Rieske 
dioxygenases commonly evolve among soil 
bacteria (17), meaning that many unannotated 
Rieske dioxygenases remain to be studied in the 
context of enzyme engineering. As the field of 
microbiology continues to discover more diverse 
organisms and the powerful natural catalysts 
they produce, these new catalysts will provide 
valuable templates for the field of enzyme 
engineering. In this way, the natural ecological 
role of soil organisms can be harnessed and 
enhanced to create a safer and more sustainable 
future. This study, by demonstrating the impor-
tance of preserving key active site residues in 
the generation of Rieske dioxygenase mutant 
libraries in the pursuit of enzyme engineering, 

will inform and expedite these efforts.

Conclusions

Inspired by recent reports that have shown that 
the alteration of iron-coordinating residues in 
metalloenzymes can alter or even improve the 
activity of these enzymes in certain contexts 
(29, 40), the iron-coordinating residues of 
toluene dioxygenase (TDO) were comprehen-
sively mutated in this study. These residues 
were mutated both to alternate residues that are 
capable of coordinating iron and to a residue 
that is incapable of iron coordination. Following 
the confirmation of successful mutagenesis, 
these new TDO variants were tested for their 
ability to catalyze the cis-dihydroxylation of a 
diverse group of potential aromatic substrates 
through a fluorescence-based assay system 
(30). The results of this study demonstrated 
the critical role played by the iron-coordinating 
residues of Rieske dioxygenases in their native 
state. These results revealed that any alteration 
of these residues, either to other residues with 
the potential for iron-coordination or to a 
residue incapable of coordinating iron, result-
ed in a complete loss of cis-dihydroxylation 
activity for any of the classes of substrates 
tested in this study. Although this study did 
not produce any Rieske dioxygenase variants 
with improved or altered cis-dihydroxylation 
activity, the findings of this study will serve to 
inform future engineering studies targeting 
these enzymes. Based on these results, it is clear 
that any attempts to engineer novel variants of 
Rieske dioxygenases should make every effort to 
preserve the iron-coordinating residues in their 
native state.
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